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Core KAM 2: Principles of Human Devel opment
SBSF 8210 - Theories of Human Devel opment

Abstract - Breadth

The breadth component outlines the core principles of human evolution and devel opment;
outlining bidlogicd, socid, and cognitive areas of development. The centrd emphagisis on the
integration and interplay of these developmenta perspectives as an interacting system that demonstrates
its own emergent properties not otherwise predictable from the unique perspectives. The measurement
of time and gpace is offered as an integrating example before proposng cognition and language as

another example to be pursued in the depth component.
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Core KAM 2: Principles of Human Devel opment
AMDS 8222 - Leadership and Human Devel opment

Abstract - Depth

The depth component looks at the evolution of human cognition, beginning with the higtorica
falure of reductionist scientific gpproaches to adequately explain consciousness and cognition and
moving toward a quantum explanation that views mind as a direct emergent property of the eectrica
and chemica complexity of the brain. It then looks a how the biological evolution of increesing
complex brain structures has led directly to the development of language capability; often using functions
of the brain that have evolved for very different purposes. The way the brain has evolved makes
language both necessary and inevitable. As a negotiated medium, language enables socia structures and
organization that would otherwise be impossible. The depth discusson culminates by pulling together
these threads into aworking modd that leads directly to the andyss of the quaity management

professions that will follow in the gpplication component.
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Core KAM 2: Principles of Human Devel opment
AMDS 8132 - Prof. Practice in Leadership and Human Devel opment

Abstract - Application

The gpplication component uses two specific case studies to illustrate the working of the
memetic evolutionary modd developed in the depth component.  Specific benchmark words — qudity,
customer, supplier — are used to illustrate professiond versus layperson usage and meaning; and to
introduce the idea that the development of professond groups and their specidized languages are an
expected and inevitable outgrowth of the same forces of human development that drove biologica
evolution earlier. Professons are seen as memetic species and described in ecologica terms andogous

to biologicd evolution.
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SHf-Evauation: Knowledge Area Modules (KAMS)

Student Name: Richard E. Biehl Dae November 2002

KAM: #2 Title: Principles of Human Deved opment

1. What knowledge/experience did you bring to this KAM? How did you capitaize/expand on
this base?

| had congderable experience in the organization of professond communities, being very active
in many of the professonds groups and societiesin my field. | wasinterested to learn how my
experiences in these fidds mapped into basic human development, dthough | had a completely different
outcome and direction in mind when | began. | was well grounded in the kind of sciencesthat | needed
to lean to develop this KAM, being particularly week in the physica and biologica sciences needed to
write the depth component. One of the reasons that this KAM took so long to writeisthat | immersed

mysdf in the science materias related to cognition; an investment of timethat | am very glad | made.

2. Describe the quality of the Breadth section in the light of the intellectual and communication
skills demondtrated in this KAM.

Much of the work we do here at Walden is oriented toward helping us seetheworld asa
system, and to approach our socid change focus as the implementation of systemic change. Well, the
breadth component of this KAM clearly showed me the range of thinking that can be covered under
such a system-thinking model. | was Smply amazed at the range of issues and fields of knowledge thet |

needed to tap to get a complete picture of human development. Virtudly nothing in our history
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remained outsde of my view during the readings | did for thisKAM. Animpact of thisisthat this
KAM ended up taking longer to write than any of my previous KAMs, even my initid KAM. ButI'm
very excited about the picture that has emerged here, and fed like it will influence my post-Walden

work more than any other research I’ ve done in my three years here to date.

3. Inthe Depth section, what key ideas/concepts most engaged your thinking and imagination
relative to your area of study?

The areaof memeticsisfascinating. | love idess, but I’ ve never before tried to place the
growth of ideas into an evolutionary setting; and the cognition work in the depth component created a
direct link between biological evolution and memetic ideas. | love the idea that the most advanced
human traits can be seen asthe (dare | say routine) continuation of a natura process that started with

our earliest origins and continues today.

4. Expound on the most meaningful theoretica congtruct studied and applied to your
professond setting in the Application section. What can you do differently/better as aresult of this
KAM?

| can communicate better with my clients today than | could earlier. Awareness of the concept
of unitization has helped me better identify and diagnose communication difficulties on large projectsin
which | advise. By seeing the differences people are trying to communicate using the same words, | am
better able to intervene by invoking words and phrasings that help ease any cognitive dissonance
created by the multiple uses of smilar words. 1t has helped me close some gaps between professonds

and laypersons with whom | work.
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5. Briefly describe the most important Social 1ssue covered in this KAM.

For me, the most important socid issuesis just beyond what I’ ve written here. |’ ve started
applying what I’ ve learned to the field of second language learning. The concept of voice onset time
explored in the depth component is the center of an understanding of what’s going on in the second
language community regarding vocad and language accents. 1’ ve learned enough writing this KAM to be
able to participate in a project here a the University of Central Florida to develop a neurolinguistics o+
line course for the ESL. masters program in the foreign language department (| certainly don’t know
enough to compete in the biology department, but | can hold my own in the language department when
discussing cognition and neuroanatomy). We' re using the concept of VOT to help English teachers
undergtand what’ s going on with their learners accents, and why it can be such a struggle for learnersto

get past these accent issues. For me, thisis awonderful reward for the effort put into this KAM.
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Chapter 1
Introduction
Overview

This knowledge area module |ooks at cognitive aspects of human development, focusing on
understanding the technology of language and how it affects our cognitive and socid being. Humans are
great thinkers, but the ability to think in new ways was clearly alarge part of what it meant to become
human. The ability to reason, foresee, and be salf-conscious had to develop in order to reach the
cognitive level that we currently associate with humanity. This raises the chickenand-egg problem of
cognition: Was humanity pushed into existence by an ever improving cognitive ability in support of
expanding actions, or did humanity pull itself into existence by developing through its actions increased
need for more cognitive capability?

Within the sudy of cognition, the development and meaning of language plays a particularly
important role. Educators have learned the importance of language in structuring the congtructivist
networks needed for basic and advanced learning. Organizationd development specidids are
increasingly relying on language and metaphor in shaping the thought processes of individuas and
organizations. (Bolman & Ded, 1997; Clancy, 1989) This KAM explores the implications of this
shaping for the development of specidized language and vocabulary as a defining eement of a
professon and its members.

KAM Objectives

Specific high-leve objectivesfor thisKAM are:
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1. Compare and contrast the variety of theoretica areas associated with human development in
order to identify aframework for analyzing cross-disciplinary issues related to cognition and language.
(Breadth)

2. Explore and discuss the implications of this framework for developing a cognitionlinguistic
modd for andyzing and understanding the development of professiona socid groups in modern society.
(Depth)

3. Apply the resulting modd to the case of a specific profession, making observations on
goplicability and further improvements of the modd. (Application)

Breadth Objectives

This breadth component explores the large variety of theories that ded with human
development. Theam isto look for how different aspects of human development inhibit or support
other agpects of human development; akind of systems theory of human devel opment.

Specific breadth objectives are:

1. Explore and categorize the various theories for understanding human devel opment described
in the literature, indluding biologicd, socio-culturd, cognitive, and psychologica perspectives.

2. Compare and contrast these theories to develop aframework that integrates common or
shared themes that are impacted by more than one of these theoretical areas (e.g. Speech requires
aspects of dl four categories, religion is both psychologica and socio-culturd).

3. ldentify components of this framework that emphasize cognitive development generadly, and
language development specificdly, for further exploration in the depth component.

Structurdly, this breadth component introduces the mgor categories of developmenta theory

individudly, before comparing and cross-classfying aspects of each theoreticd areafor the purpose of
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identifying threads of support or inhibition that cross theoretica boundaries and constructs in the
concluson. The conclusion emphasizes the cross-theoretical aspects of language development,
emphasizing cognitive impacts for further development in the depth component.

Human Origins

Somewhere between 10 and 20 billion years ago, our universe of energy in Spacetime came into
being, probably as aresult of some boot-strapping quantum fluctuation that we do not yet understand.
Regardless of its origin, the stage was set for dl of the necessary steps that would lead to the origin and
development of humans. Humanity, however, would be alate entry character in the story of the
universe.

The beginnings of our origins would see the early energy of the universe take the form of matter
in arapidly expanding space. Dueto theloca curvature of the spacetime around this matter, exotic
objects would be created, evolve, and die: stars, gaaxies, clusters, super-clusters. The death of some of
these stars as supernova provided the dramatic conclusion for thisfirst part of our origin - aninfuson of
the heavy dementsinto interstellar space.

The second phase of our origins, the dawn of our solar system and planet, was made possible
by the presence of these heavy dementsin the region of space from which our sun and its planets were
formed. Only the late generation stars like our sun contain the dements necessary for the formation of
life aswe understand it. It was the radiation from our sun, coupled with the primordid environment
found on the earth, that allowed the early vestiges of life to form on our planet 3.5 to 4.5 billion years
ago.

Primitive life forms could only have come about under conditions like those found on the early

Earth. Reactions that led to the formation of the needed nucleotides and amino acids could only have
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occurred in the Earth's reducing amosphere. The presence of oxygen in the early atmosphere would
have prevented the dawn of life snce molecular oxygen would have caused the decomposition of these
carbon-based molecules.

The on-going development of life on earth has continued to be played out random scene by
random scene up to the present day. From the earliest vestiges of life eventudly came the first cells that
were able to reproduce themsdves. These earliest of cells, most likely fermenting bacteria, used the
carbon-containing primordia environment as a source of needed energy. Eventudly, chloroplasts
evolved with the ability to photosynthesize, proliferating the availability of oxygen in the earth's
amosphere. This oxygen supported the evolution of the process of oxidizing glucose into carbon
dioxide and water that supported far more efficient production of adenosine triphosphate (ATP)
molecules, dramaticdly increasing the energy available to the increasingly complex organisms.

Molecular oxygen, that during the period of the early Earth would have prevented life from
taking hold, is essentid to the development of more and more complex life forms with their concomitant
need for greater amounts of energy. Life'sincreasng need for nutrition, brought about by more and
more complex metabolic processes, caused the need for the evolution of locomotion and extended
sensory capabilities. Within another 2 billion years, the eucaryatic cell, with its nucleus of DNA,
alowed for the tremendous proliferation of life forms made possible by the advent of sexud
reproduction.

Up until this point, life had been developing exclusvely within the vast oceans on the surface of
the Earth. The presence of our moon created the survivd incentive for life to evolve an ability to
withgtand the withdrawd of water. With the tides risng and faling each day, many marine life forms

found themsalves stranded on those early beaches. Most perished, unable to adapt because of tidal
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actions measured in hours rather than eons. But eventualy, asis bound to happen in any random
process, a primitive life form survived thistrauma  Life had established a beachhead.

The reptilés evolution of the shelled egg made the proliferation of life on land possible by limiting
life's dependence upon the sea. The demise of the reptiles, with the extinction of the dinosaurs, 65
million years ago dlowed mammadsto flourish.  With the more complex visud and auditory systems of
the evolving mammals came a sensory modding of the environment which directly led to the ability to
reason, judge, and be self-conscious. The development of long-term memory brought about the ability
for abstract and conceptud thought. Humanity appeared asalogicd sep in thisprocess. The shift
from the evolution of theindividud to the evolution of the group — of culture and society — was a natura
by-product of the cooperation enabled by the shift from physica to menta features; of the development
of conceptua reasoning and abstraction; and the development of the language skills needed to further
that evolution.

Ferris (1988) suggested that humanity’ s societd state of evolution and development not be
viewed as an end-date, but asjust another step in the evolution of the universe. He posits thet life such
as humanity has undoubtedly evolved dsawhere in the universe, and that the culturd, psychologica, and
technologica reaching out into the universe is the evolutionary step needed for these multi-faceted life
Systems to connect into one vast universal life consciousness.  If so, then societies are smply the
building blocks of agdactic organism or consciousness.

He compares the emotions of love and curiogty to illustrate the subtle ways in which evolution
plays out through functions that gppear to be less than surviva-oriented. Love — the love of poems and
gredt literature — isakey part of humanity’s culture and heritage. Y et love' s ultimate function isto

perpetuate and advance our species through the evolutionary tunnd.  The curiosity that has propdlled
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science and technology to pinnacles, can be likewise be viewed evolutionarily as aform of galactic
outreach ensuring humanity’s surviva as a component of alarger emergent lifeform. “Life might be the
gdaxy’ sway of evolving abran.” (p. 379)

Regardless of whether one accepts such a conjecture, evolution has laid the groundwork for a
discusson of the detalls of humanity’s development. In the following sections, this KAM explores
human deve opment through four disciplinary filters: 1) biologicd, 2) socio-culturd, 3) cognitive, and 4)
psychologicd. It then focus on language and the origins of language againgt the backdrop of those
filters

Scientific Sorytdling

All of theinformation conveyed in this KAM is taken from modern texts that try to tell the Sory
of the past. Thompson (1996) warns us that in our age of science we can easily forget that what
actudly unfoldsin scienceisa story that may be more or lesstrue. This approach to storytelling, at its
base, is no different than the mythic and religious stories of our ancestors. The data may be more
accurate today, but storytellers have dways tried to make their stories asredl as possble. Details might
be wrong, but they will be corrected in future tdlings. Having said that, what followsis astory of human

development.
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Chapter 2
Devedopmentd Disciplines
|ntroduction

The generd epigemology of thisKAM is scientific. Science, deduction, and informed inference
can, and does, lead to effective discussion and learning about the origin and development of humans.
This perspective is amodern one, and has itsalf been evolving since the Renaissance, with many, even
today, resisting the conclusions and inferences of the most modern of sciences: quantum mechanics.

Descartes (1596-1650) saw animds as automata that could best be described using a
mechanigtic view. Humans had intdllectud capacities and reasoning that set them digtinctly apart. He
denied the physicd but granted humans amind (1987, p. 17), seeing it as the manifestation of an
immorta soul, adirect creation of God. If humans were to understand humanity, it would be through
rligion. Animds, as machines, were a subject for philosophy and science.

With the development of the science of the Renaissance, Descartes position was to be
chalenged as scientists looked more and more a animals, and more and more a humans, and inevitably
observed smilarities and began to draw conclusions about structure and function. Within a century of
Descartes andlysis, Le Mettrie (1709-1751) was agreeing with the mechanigtic view of animals, but
was seeing humanity as only differing in complexity from those mechanidtic animds. “A man (is)
digtinguished from the gpe and other animds only as the gpe himsdf is digtinguished from the other
animals.” (1994, p. 41) He saw humans as, in many ways, more animd in nature than many anima
species, noting the complete dependence of newborn humans. (p. 47)

Le Mettrie' s theme was that much of the complexity of humans rested in language. “What was

man before the invention of words and knowledge of language?’ (p. 41) Again, he wasidentifying a



Core KAM 2 - Breadth 8

difference in complexity of communication rather than an absolute differentia between humans and
animals. “Everything (could be) reduced to sounds or words which fly from the mouth of one through
the ear of the other into the brain; which receives at the same time through the eyes the shapes of the
bodies of which these words are arbitrary signs.” (p. 41) Language was the most complex of the
complexities that separated humans and animds.

Within another century, Pasteur was differentiating life as a Specific process to be studied.
(McFadden, 2001, p. 10) Working with yeast as part of the brewing process, Pasteur identified
specific features in the chemigtry of live yeest that clearly differentiated the living organism he was
studying from an analogous chemica compound. When the crystds that make up yeast were
synthesized in the laboratory, they appeared roughly equaly as left-handed and right-handed molecular
dructures. The same crystdsin yeast dways occurred as left-handed. These systems isolated entropy
in specific ways unseen in non-living metter; such patterns were characteristic of life.

Pasteur had drawn aline between chemistry and biology. The biological was morethan a
chemical process;, and microbiology and biochemistry as separate disciplines were the result. These
disciplines continued the trend in reductionism in science as a primary epistemology in the understanding
of humanity and life. Such reductionism would reign unchalenged for ancother hundred years.

While the reductionist study of life produced both theoretical and practical outcomes, it also led
to the increasingly unavoidable conclusion that the life being studied was dependent upon an extremey
complex set of circumstances and conditions to explain its origins and evolution. Reductionism led to
increasingly discrete components that became less and less likely to occur and so actudly became
harder and harder to explain. Thisled to the twentieth century explanations that converge a current

thinking about the mechanisms and probabilities of humanity’ s origins. The anthropic principle and
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quantum mechanics that are discussed in the introduction to the depth component highlight these
perspectives.

A devdopmenta discussion that includes quantum mechanics will bring the discusson full-circle
back to Descartes' position thet “there isagreet difference between the mind and the body, inasmuch
asthe body isby its very nature dways divisble, while the mind is utterly indivisble” (p. 59) Until
recently, taken as a quaint depiction of mind-body dudity in ahighly reigious age, quantum mechanics
has shown that Descartes was very much on the mark. Thisissueis pursued in more detail in the depth
component.

Mechanisms of Devel opment

Before getting into the specific disciplines of human development, the mechanisms that drive
those disciplines need to be defined and explored in order to illuminate exactly whét is happening in the
changes that are characterized by each discipline.

Coevolution

A key developmentd driver istheideaof coevolution, or the notion that changes in one species
or domain can and do initiate changes in other species or domains, and that such interaction needsto be
understood and addressed in order to gppropriatdy discuss changein any single context. This systems-
oriented viewpoint describes interactive change as being driven by both positive and negative feedback
interactions across species or domains.

Kampis and Csany (1990) describe the debate over coevolution as characterizing the
mechanism as elther extremely rare, or as among the most common of developmentd drivers.
Opponents of the coevolutionary viewpoint argue that there are few redl coevolutionary events, while

proponents claim that coevolution is the central basic event of evolution. System theory tells us that
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evolutionary events can't be interpreted completely within single populations. Kampis and Csany argue
that systems theory supports coevolution, with populations being the key components of relevant study.
(p. 394)

Adaptationism

Another key mechanism of development is the concept of adaptationism, or the idea that
development is driven by changes that continualy adapt an organism or domain toward being a better fit
with the environment or circumstances in which it findsitself. Jablonka, Lamb, and Avitd (1998) warn
agang thinking of the environment as passive in this adaptive rdaionship. Most Darwinist thinking
describes sdlection as choosing from amongst dternatives that are more or |ess adaptive to the
environment in which the adapting individuds find themsdves. In fact, much neo-Darwinig thinking
places the environment in a very active postion; actudly guiding much of the adaptation taking place.

Examples of adaptive mutations, in which genomes actudly adeapt differently based on the
environment in which they mutate, provide examples of extreme leves of interaction between organisms
and their environment.  The evolution of culture and ord traditions are an example of extended
Lamarkian inheritance, where knowledge and ideas are adapted and inherited by inter-generationd
trandfer & the other extreme of the continuum. Less extreme adaptations that involve the environment
include the evolution of genes that can turn themsalves on and off depending upon changesin the
environment.

Jablonka, Lamb, and Avita assert that evolution itsalf has adapted these forms of adaptation to
the stresses involved in the rel ationships between individuas and their environment. (p. 208) For
dressesthat are rdatively short relaive to the lifegpan of an individud, evolution prefersto use the

physiologica triggers of genes being turned on and off to control adaptation. For long stresses, where
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the environmenta changesinvolved last many generations, evolution prefers the more traditiond genetic
evolution. Thetype of environmenta change drives the type of adaptations that evolve; a bi-directiond
relationship. Once the environment is linked to adaptations, and coupled with the coevolutionary
dependencies seen across species and niches in the ecosystem, evolutionary theory istoday very
different from the traditiond amplified modds origindly proposed by Darwin and his co-theoridts.

While accepting adaptationism as a key driver of development, Pinker (1997) dso warns
agang presuming afunctionaist purpose behind such adaptations. Not al aspects of morphology,
physiology, or behavior should be attributed to be adaptive optima solutions to some origind problem
presented during evolution or development. Many observed functions that might be reverse-engineered
from existing species or domains are likely to represent evolutionary drift, developed as a systemic by-
product of some other adaptive change in the history of the organism or domain. Pinker agrees with the
assertion that adaptationism drives much evolution and development, he smply indsts on alogica
Separation between those adaptations and any resulting functions that take advantage of them. (p. 165-
166)

Varigion

Gould (1996) argues for variation as a primary mechanism of development. While many view
the results of successful development as centra to any discussion, Gould asserts that the trends and
doriesillustrated by unsuccessful groups are important to an understanding of developmenta change.
While many describe developmenta change as the branching of dternatives, he sees a more divergent
and robugt collection of possihilities; an “evolutionary bush” from which periodic branches emerge. (p.
64) Between any two developmenta nodes, ardatively straight branch of descent can be drawn. But

this branch isusudly drawn in hindsight, and largely ignores the bushes dong the way through which the
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branch passed. The collection of variations depicted in the bush isatruer picture of what isgoing on
during the coevolution and adaptationism that is driving change.

Descent & Sdlection

Coevolution, adaptationism, and variation drive change through descent. Darwin (1859)
argued that it wasn't enough to Smply observe the descent of change. The descent of changed
characteridicsis rdatively obvious to any observer who choosesto look. One needs to understand the
means through which such descent occurs in order to make sense of the long-term changesthat are
observed dl around us. Darwin offered selection as the bridge between random adaptationism and
observed descent of characteristics. (p. 3) Natura salection prunes Gould' s bush so that branches
emerge from a bush that would otherwise smply continue to grow bigger and bigger.

Natura selection leadsto extinction or divergence, never saticness. It drivesimprovement into
otherwise divergent and ever-varying adaptationism. Coevolution drives systemic effects so that
individud lines don't evolve and change independent of other lines. Gould' s bush is intertwined in ways
that make individud divergence rare. These mechaniams of development result in awandering system
that is driven by continua change. Development is a scanning and searching of dternatives presented by
aworld of constant change.

The functions that we assign to some of those changes say more about our own worldview and
expectations than about any intention or purpose inherent in the congtant change itsdf. This
opportunistic searching is a the heart of any particular discussion of development, whether biologicd,

sodio-culturd, cognitive, or psychologicdl.
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Biologicd Deve opment

The story of the development of humans first requires the existence of humans, and so begins
with biologicd development rooted in evolution. Gould (1983) credits Charles Darwin (1809-1882)
with the establishment of the fact of evolution while he proposed the theory of naturd sdection.
“Darwin acknowledged the provisond nature of natura sdlection while affirming the fact of evolution.”
(p. 255)

Punctuated Equilibrium

The concepts of evolution developed early on through observation and comparison of existing
contemporary species and careful retrieva and study of the fossil record. The biggest problem with this
approach was the absence of clear linear fossl records depicting the steady development of pecies that
were expected in the early investigations. Huge gaps were seen in the fossil record. Because such gaps
were unexpected, they presented problemsin early evolutionary studies.

By 1972, Gould and Eldridge had turned this problem into a scientific opportunity with their
theory of punctuated equilibrium. They argued againgt a smooth or gradud pace of change in evolution,
instead suggesting ajerky or episodic explanation.  The development of biologica species was
characterized by geologicdly sudden origins followed by long periods of sasis. Such periods often
lasted millions of years during which few changes occurred among contemporary Species across
ecosystems. These long periods of stasis were what was showing up in the fossil record as gaps.

Gould and Eldridge weren't arguing againg evolution; they were asking that the scientific
method be applied to evolution more rigoroudy. (1993, p. 223) Early evolutionary studies, they
argued, were tainted by the smple expectation that the fossil record would be smooth and linear. Holes

and gapsin the foss| record were seen as problems for the theory. There was Smply no reason that
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such an expectation needed to be true. Gould and Eldridge proposed the motto, “ stasisis data,” (p.
223) and smply pointed out that the stability implied by the fossil geps were the Sngle most common
palaeontologica phenomena observed. A proper scientific theory had to include such acommon
observation.

Using their punctuated equilibrium, the newly revised theory of evolution now made predictions
that included the very gaps that were presented as problems by the old theory. (Gould & Eldridge,
1993) Gould (1983) described the “inertia of large populations’ (p. 260) as precluding the kind of
systemic gradua and congtant change that early evolutionary theorists had expected to find.

Embryologicd Recapitulation

While the fossil record dlows a glimpse of evolutionary change, it does not actudly dlow for its
direct observation. To understand human development in terms of evolutionary development, one looks
a the development of the embryo. Embryonic development is dependent upon the ability of genesto
turn on and off a important pointsin development. Evolutionary change is driven by the engine of gene
mutations dtering the form and manner of gene expresson.

Small changesin gene expresson have big and sgnificant impacts upon development. As such,
evolutionary biologigts believe that genes expressang themsalvesin early embryonic devel opment
represent the older roots of evolutionary development. Natura selection favors changein late
development smply because each change impacts smaller and smdler portions of the whole system
once that sysemisfairly developed. The deveoping embryo will, therefore, be expected to resemble
more generd evolutionary forms during its earliest development, and to enable more unique and
species-specific dructures asit nears full development. It recapitulates, or retraces, its own evolutionary

development. Each individua passes through its entire genetic heritage while in embryonic devel opment.
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Richards (1992) describes how recapitulation can be used to explain and illustrate the way
biologigts organize and understand the various life forms and genetic expressions they observe and
sudy. Two different contemporary species will be unique expressons of gene identify. However, if a
some point just prior to find development they expressed more Smilarity than seenin the fully
developed individuds, a homologous resemblance is noted that indicates a common lineege. The
resemblance does't mean that one of the species descended from the other, but that there was likely a
common species from which both evolved.

Thisisthe basis of the evolutionary tree of life. A hierarchy develops (e.g. pecies, genus,
family, class, order) that can be used to explain the genetic and fossl records, particularly in identifying
developmentd amilaritiesand gaps. Two species in the same genus resemble each other genetically
more than ether resembles a speciesin another genus. The lower in the tree one must go to discover a
common origin between two species, the more different those two species are, and the earlier in
embryonic recapitulation the two species must be studied to observe the amilaritiesin origin. Two
gpeciesin the same order but in divergent classes will present few amilarities.

Dawin (1859), not yet using the term recapitulation, observed these homologies and groupings
as communities, noting that the “community of embryonic structure reveals community of descent.” (p.
449) This concept will be acentra focus in the depth component of this KAM when the origin and
development of consciousness and language are explored. Each will be dependent on many pre-
existing structures and cognitive functions found across the entire primate class, and so will be seen as

having origins long before the evolution of humans.
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Morphogenesis

Understanding the organization and interdependencies of species development leadsto the
hierarchica tree of gpecies through homologous structure observed through recepitulation. But where
do those species come from? Bremermann (1973) describes the growth of forms— morphogenesis—
asaproperty of dl dynamicd sysems. The system of genetic life can be expected to trangtion among
avaiety of sates according to dynamica laws,; dynamics that we describe using the concept of
evolution. (p. 29) Evolution explains the system in trangtion.

Species, then, explain the syslem not in trangtion, but stable. Evolution passes through
dynamica states, with a species being atemporary sngpshot of these states when it finds an attractor.
Because there are many species, we know that each species can only be optimal locdly. (p. 33)
Evolutionary biologists describe such locd optimums as niches. In adynamica system, it takes
condderable energy to drive the system away from aloca optimum. The system will typicaly remain
gable for long periods, only periodicaly being disturbed enough to find anew attractor. Thisdynamic
exactly describes Gould and Eldridge' s punctuated equilibrium.

A key problem in such adynamicd sysem isexplaning its origin: What drove the firs sate
change that initiated the syssem? In popular terms. What created life? McFadden (2001) argues an
explanation of the origin of life requires quantum mechanics. Infact, he goes o far asto cdl lifethe only
macro-world macro quantum system. Thistheme s picked up and explored in the depth component of
this KAM.

Socid & Culturd Devel opment

Biologicd development, driven by naturd selection, eventualy resulted in functions, capabilities,

and dispositions that gave rise to socid and culturd devel opments within and across the species that
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were developing. Whether or not such developments are characteristic of human devel opment, or can
be traced to earlier forms through the evolutionary tree, isa question of timing. The driving selective
mechanisms are of interest regardless of any postion taken on the timing of such developments.

Potts (1988) outlined four interacting life systems, the development of which offered selective
advantage that would have favored the eventud socidization of species developing them: 1) locomotion
and habitat, 2) reproductive, 3) brain technologies, and 4) foraging diets. (p. 7) Hisfocus of anayss
was on early hominid activitiesin the Olduval regions of modern Kenya The early hominid locomotion
was bi-pedd, and habitation was generdly in open vegetation environments. Ther continua interaction,
even if in smal numbers, was inevitable under these conditions.

The reproductive system of early hominids resulted in offspring that were highly dependent on
ther parents for surviva, necessitating economic bonding of, at least, mae-femae parsin order to
assure the success of reproduction. These early hominids were dready heavily dependent on complex
tools for hunting and gathering food, and so symboalic representation and language would have been
important for transmitting the abilities and techniques of such tool making and use to each successve
generation. Findly, with adiet that included hunted protein and gathered starch, specidization of
foraging and hunting skills would have exceeded the generd capacities and time available to individuas.

While the use of these four evolving systems provided selective advantage that favored their
continua development, they aso gave rise to the selective pressures that would result in socidization.
Hominids exercisng these advanced sysemsin isolation amply would not fare as wel as those who
devel oped mechanisms for cooperation and cohabitation. Once devel oped, Potts speculated that a
“premium was placed on cooperation, language, and socidly accepted means of delayed reciprocity

which characterize human societies today.” (p. 249)
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Home Base Hypothesis

This predilection toward cooperation as an integrating eement of these four systemsis
embodied in the Home Base Hypothes's, characterized by Potts (1988) as the establishment of
centrdized socid homes that provided a spatid location and focus for food exchange, food
consumption, and other socid activitiesin relative safety.  Such home bases existed in human history and
pre-history for over two million years as the precursor of reaively modern hunter-gatherer groups.
With the hypothesis built upon food gathering and food sharing requirements, the food technol ogies of
modern humans have eiminated the need for such centralized home bases as a means of surviva, such
an evolutionary past has done much to shape modern human behavior, no longer completely dependent
upon the variables controlled through such behaviors.

Early evidence for the Home Base Hypothesisis found in the archaeological record |eft by early
protohuman hominids. (Isaac, 1978) Asearly asthe period of the Kay Behrensmeyer sitein Kenya,
and other Olduval Stes studied and reported by Mary Leakey, Zinjanthropus was practicing behaviors
characterized and explained by the Home Base Hypothesis roughly 1.7 to 2 million years ago.
Important support for the hypothesis comes from the extensive evidence that stones and meat were
being carried over farly long distances. (p. 99) Stones of sgnificant size are found at Sites severd
kilometers from their geologicd origin, having been transported to central locations in sometimes large
numbers.

Evidenceis dso available of animals of diverse species that would have been unlikely to have
naturdly been found collocated during the period. Bones are found in large numbers. Many, if not al, of
these animals had to have been trangported to these locations; presumably still containing meet rather

than smply as debris. The trangport of such large numbers of bones for the purpose of consolidating
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debrisisinconsstent with the behaviora patterns of any known contemporary, or historical, species or
group. Isaac suggests that such evidence offers direct support for a conclusion that food and stone
tools were being systematicaly trangported to protohuman stes throughout this period.

This evidence leads directly to the Home Base Hypothess. While thereis no way to go back
and actudly observe the behaviors and intentions implied by such a hypothesis, it is possible to piece
together the logic of the hypothesis from available records and observations in ways that no other
hypothesis seemsto fit nearly aswell. (Isaac, 1978, p. 99-103) Clearly dmost two million years ago,
a least some hominids were carrying things around over extensive distances, illugtrating that the bi-peda
locomotion necessary for freeing the fordimbs was dready stabilizing in populations. Some hominids
were making sone toolsin the same areasin which large anima carcasses were present. The
presumption that at least some of those stone tools were used to remove mesat from those collocated
animal carcasses seems reasonable. Even if the association between the tools and the food is
discounted, the record il clearly indicates that hominids were carrying around food and concentrating
it in localized places,

Isaac points to this logic as clearly indicating that early protohuman hominids were diverging
dramaticdly from the dominant primate practice of consuming food while ranging, usudly very near the
location in which the food had been caught. (p. 100) The natura question then, to which the Home
Base Hypothesisis offered as an answer by paeontologidts, is What evolutionary advantage would
such consolidating behaviors offer?

The Home Base Hypothesis embodies a modd where food sharing isthe centrd dlement. This
capability required atool to serve as a carrying device in order to gather enough food to be worth

sharing. Isaac attributes to Richard Lee of the University of Toronto (without a citation) the suggestion



Core KAM 2 - Breadth 20

that the invention of such a carrying device (eg. abark tray perhaps) was the basic turning point theat
enabled the evolution of humans. (p. 102) Cutting tools would have been needed in the field for cutting
up larger animds for transport to the home base; presumed to be necessary because the fact that the
typical hominid would have had trouble carrying more than 30 kilograms a atime. Additiond tools
would have been needed for cutting up these larger animd parts that were carried to the home base.

The Home Base Hypothesis tends to concentrate on animal consumption because of the
presence of direct evidence for thisfood supply in the record. Evidence adso exists for the consumption
of plants a home sites; primarily observed tooth wear and andogy with modern hunter-gatherer food
patterns. Both plant and anima consumption involved more and more complex tools as Sites appear
later and later in the archaeologica record. 1saac describes thisincrease in tool complexity over time as
an indicator of the increasingly complex cognitive and culturdl development of hominids as they evolved
toward becoming human.

| saac sees three direct paths from the behaviors implied by home-base thinking to the socid
development of modern humans. (p. 106) Fird, the ability to share information would have conveyed
an evolutionary advantage in the home base setting, necessitating an eventud evolution of language
ability. Communication would have fostered improved socid adjustments among individuas now
collocated at the home base, and even would have alowed for the use of misnformation to be shared.
Second, such socid exchanges tha might involve ether information or misnformation would have
provided advantage to those individuas able to recognize and act upon reciproca socid obligations
created through such communication. This eventudly would result in an ability to caculate complex and
lengthening chains of contingency and obligation into the future, based on communications in the present

and past; an essence of complex modern socia structures. And third, the need to procure the food and
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other resources necessary for child-rearing would have necesstated particularly strong relationships
between mates, eventudly giving rise to the arrangements of human marriage.

The Home Base Hypothesis can never be proven; but its explanation of the datain the
archaeologica record is comprehensve and sdf-consastent, and the hypothesis fairly accurately predicts
the development and existence of most socid structures and relationships observed in early human
civilizations. It describes the evolutionary advantages of home base practices in terms of shelter from
predators, and the feeding and care of the young; both sgnificant problems in any explanation of an
evolution of hominid toward humans. It dso offers a driving force to the gpecidization and division of
[abor that appears in many protohuman and human populations.

Potts (1988) describes the home base as providing for a predetermined area for the focus of
activity, which in turn alowed for the primary spatial setting in which socid activity would have
developed among collocating individuds. This socid activity among such interacting collocated
individuas would have led to an exchange of diverse resources, and ultimately to a separation or
gpecidization of the kills required to acquire and adapt those resources. This food sharing drove the
evolution of complex socid reciprocity. (p. 249-251) Without such drivers, observations that can be
generdized from many modern ethnographies of contemporary and historical socid groups would
reman unexplanable.

Cognitive & Psychologicd Deve opment

The above discusson of biologica evolution helps explain the origin of our speciesin terms of
the big picture of genetic evolution across the plant and anima kingdoms. The Home Base Hypothesis
helps explain how and why we live in the socid groupings and structures in which we find oursaves.

But neither model describes what it is that makes us decidedly human; different in amgor quditative
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way from other speciesthat have evolved their own unique genetic and socid structure. Homo sapiens
are taken to be more than just the next incrementa evolutionary step beyond some previous
evolutionary developmenta line.  The differences tend to be not physical, but mental. Our cognitive
make-up, itself aproduct of biologica evolution, iswhere the distinction is most often described.

Mammdian Cognition

In an atempt to better understand human cognition as aresult of evolution, Tomasello (1999)
andyzed cognition in the broadest human lineage; mammdian, and then primate. The broad range of
amilarity was as gtriking as the pecifics and power of the differences. (p. 15) Because dl mammas
share common cognitive cagpabilities, we know that such capabilities are very old in the evolutionary
lineage; most being present in the amdl early mammals that opportunisticaly emerged from the
evolutionary bush some 65 million years ago when the period of the dinosaurs was ending.

Mammals exhibit extengve cognition of their physica environment. (p. 16) They remember the
location of things they have encountered, and can follow objects through soace even when invisible
because of some blockage or obstruction; indicating that mammals, in generd, operate beyond Piaget’s
sensorimotor period. By noting Smilarities and differences among objects, mammals can categorize
objects usng multiple criteria; and can understand and work with smal quantities. They take novd
detours and short- cuts through space, and can use ingght to solve problems they encounter; showing
that they operate beyond Piaget’ s concrete operationa period, exhibiting full formal operationa
capabilities.

Mammas dso dl share abroad range of socid cognitive capabilities. (p. 17) They recognize
individuas in socid groups, and typicaly form direct socid relationships involving kinship, friendship,

and hierarchy. They can predict the behavior of collocated individuas based on the emotiond state and
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physicad movements of those individuds, and they can use socid and communicative strategies among
group members to compete for desired resources. They dso engagein socid learning; learning from
each other usng demondtration and guidance.

It can be difficult to imagine afull range of smal mamma's exhibiting such sophigticated cognition
some 50 million years before even the dawn of primates. The difficulty of observing these cognitive
behaviorsin mammals of different species can eadlly create the impression that such capabilities are part
of our unique humanness. To those who see the uniqueness of humansin our cognition, an understanding
of early mammaian cognition can be humbling.

Primate Cognition

Tomeasdlo found further cognitive Smilarities to humans when he focused his attention
specificdly on the primate branch of mammdia (p. 17) Inaddition to al of the cognitive capakilities
exhibited by dl mammads, primates can categorize objectsinto logically relaiond categories that go well
beyond the concrete characteritic categories available to al mammas. In addition, “only primates
understand externd socid relationships in which they themsalves are not directly involved.” (p. 17)
Where dl mamma's can understand rel ationships between themsalves and other second-parties (e.g.
kin, friend, dominant), primates can understand and act on such relationships between two other
individuds.

Asareault of such capability for socia cognition, primates can sdlectively choose socid
relationships that will give them advantages in other third-party relationships. For example, an adult
primate might treat the competitor of the group’s dominant mae poorly in order to gain favor from the

dominant mae. Such cognitive behavioral characteristics, common across dl primates, evolved more
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than amillion of years before the earliest proto-humans; thus removing an expected barrier to the Home
Base Hypothesis.

As primate cognition becomes better understood, the distinction between primate and human
cognition become increasingly important. Tomasallo (1999) outlines common human cognitive
cagpabiilities not exhibited among primates. Primates don’t gesture or point to an object in order to draw
the atention of othersto it; nor will they hold up an object in order to get a conspecific to notice or pay
attention to it. They don't, as many humans would, bring conspecificsto alocation in order to show
them something. “They do not do these things,” hypothesizes Tomasdlla, “because they do not
understand that the conspecific has intentiona and menta states that can potentidly be effected.” (p. 21)
This difference represents amaor turning point that appears to cognitively separate humans from the
rest of the primates.

Norhuman primates are both intentiona and causa beings, and yet they don't define their
world in intentiond and causd terms. Thisiswhy primates don’t show things to conspecifics; they don't
see ther actions as able to cause intentional or causal statesin others. They seethelr conspecifics as
animate beings capable of spontaneous action; and actudly understand the emotiond and locomotive
behaviors they exhibit. Thisisthe bass for the undersanding of smple relaionships exhibited anong dl
mammals, and the particular understanding of third-party relaionships among primates.  What they
don’'t understand, which humans do clearly understand, is that other primates are in the process of
pursuing gods and exercisng mentad models the same way they are. Without such an understanding,
non-human primates smply have no basis for ever trying to affect the intentions or attention of other

individuas.
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Human Cognition

Thisintentiond-causa cognition “seems to be unique to humans.” (Tomasdllo, 1999, p. 23)
While dl primates can understand the relationship between two events from the standpoint of one being
antecedent to the other; only humans can understand intentiondity or causdlity asthe variable that
mediates between the two. Humans focus less on the antecedent event, and more on the underlying
cause or intention of the actor. This meansthat in order for cognition to be consdered human in the
evolutionary past, some primate needed only to develop this particular very narrow additiona capability.
Mammés hed evolved an understanding of concrete and characteritic relationships. Primates
continued to evolve, adding third- party and logica-abstract relationships. Humans only needed to add
an gppreciation of intention to these exigting cognitive skills. The result, over the history of the evolution
of our species, was an exploson of function and capability enabled by that particular ingght.

This capability would have conferred an enormous competitive advantage for the earliest
humans to exhibit it, even over species with very smilar other cagpahilities to those early humans (eg.
Neandertas). Interacting individuas who could take advantage of their shared understanding of each
other’ sintentions could predict and control events in ways not possible without such cognitive
capability. One non-human primate would never try to distract another becauise there is no conception
of being able to dter the intentiond state of another.

Among early humans, digtraction might have been a common competitive technique precisely
because of the cognitive awareness of intention and causa relationships. Observation of the behavior of
others, coupled with the awareness that there were unseen intentiona states that must be driving those
behaviors, would result in individuass interndizing those perceived mentd states and emulating the

behaviors whenever the same mentd states gpplied to themsdves; the earliest form of socid learning.
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With the rise of socid learning, relationships and actions would be able to grow incressingly
complex. The more complex, the broader the applicability to more Situations, and the more complex
the behaviors could result. This accumulation of socid or culturd learning is common among humans
anywhere they are found. Without an understanding of conspecifics as having intentiona mentd Sates,
the logic of language could not have emerged. Language only makes sense to the extent that one wants
to affect the menta state of another. Our cognitive capability to recognize the intentiondity of others
lays the groundwork for developing language. Language doesn’'t make us human; but the cognitive
capabilities that make us human lead directly to the development and use of language. The depth
component will pick up this thread.

Phylogeny vs. Ontogeny

In humans - in dmog dl primates, in fact - most physicd and cognitive devel opment takes place
after birth. During this period of development, each individud interacts extensvely with its environmen.
Asareault, who we are asindividudsiis affected by both our phylogeny, or genetic origins, and our
ontogeny, or our persond life cycle. Humans have evolved in such away that the two perspectives
become equally important to understanding the capabilities and interactions of our genes, brains, and
environment.

Our persond  development, our ontogeny, is capable of incorporating our own learning as we
develop. We re not born knowing anything other than how to learn from our environment. While that
makes human infants highly dependent upon others for survival, it also means that the actua environment
into which we are born isless critica than it would be if we were born hard-wired for some particular

environment. Humans are well desgned for living in avariety of environments, and are cgpable of
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adjugting to sgnificant variations and changes of environment during asingle lifetime. No other species
on earth exhibits such flexihility.

With the advent of our cognition of intentiona menta states, we became human. In the process,
human society, culture, and knowledge exploded across the world. The very skills that dlowed humans
to thrive in diverse environments during alifetime, aso enabled us to dramaticaly dter our environments
on the same scde. Generation after generation have dtered the environment and made our ontogeny
more and more complex, al while seaing little change in our phylogeny. The result today is that humans
seem S0 dramatically different from other forms of life on earth that the commonsense view is that
humans are both quantitatively and quaitatively different from any other species.  Criticd didtinctions
offered include our language, culture, brain sze, technology, and a host of other factors. All of these,
though, rest on the basic cognitive skill, evolved in phylogeny and used in ontogeny, of being able to

recognize that others are like ourselves: intentiona causal agents.
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Chapter 3
Interdisciplinary Themes

It would be oversmplifying human development to try to describe change in terms of the
biologicd, socid, culturd, cognitive, or psychologica dimensions described in the previous chapter.
These developmentd disciplinesinteract to form a complex developmenta system in which specific
changes in human development occur. Many of the properties of humanity that are described as
sgnificant actudly occur as emergent properties of the interactions of these disciplines. Assuch,
understanding human devel opment requires an gppreciaion of systems theory, and of the interactions
that result in emergent and sdf-organizing outcomes.

Systems Theory

This section introduces and explores the mgor writingsin systems theory, focusing on the ability
of sysemsthinking to draw together the array of dimensions and variables discussed in the
developmentd disciplines discussed above into a coherent modd that can be used to explain specific
and varied Stuations encountered when studying human development.  Of particular interest here are
the various issues and concerns that surround discussions of highly complex systems that can exhibit
sdf-organizing behavior, and how such behavior can explain the interaction of the devel opmental
dimensions devel oped in the previous chapter.

Generd Systems Theory

Boulding (1956), describing what for him was a very contemporary problem, outlined the
growth and expansion of fields of knowledge in various sciences coupled with an increasing need to
specidize in order to be successful in the practice of any single science. He described a growing need,

felt by many across multiple disciplines, to somehow systematicaly identify a set of congtructs that could
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be used to chdlenge and communicate information across disciplines; some set of descriptions
"somewhere between the specific that has no meaning and the generd that has no content.” (p. 11)

Bertaanffy (1956) statesthat "it seems legitimate to ask for atheory, not of systems of amore
or less specid kind, but of universa principles gpplying to sysemsin generd.” (p. 1) Such aset of
congtructs, or framework, would enable interested parties to identify smilarities and overlgps across
multiple disciplines; alowing disciplines to benefit from the conceptua progress made by others.
Likewise, such across-discipline comparison might identify gaps and opportunitiesin ongsown
discipline that might otherwise take extengve time or effort to identify, often after pursuing countless
dead-ends.

Boulding's dternative was a scientific world in which increasing specidization and detall drove
practitioners farther and farther gpart. "One wondersif science will not grind to a stop in an assemblage
of wdled-in hermits, each mumbling to himsdlf words in a private language that only he can understand.”
(p- 12)

Bertdanffy (1956) describes Genera Systems Theory as "the formulation and derivation of
those principles which are vaid for 'systems in generd.” (p. 1) Bertaanffy, and others at the time, were
noticing certain structurd and content Smilarities across a variety of scientific fidds.  They atributed
many of these amilarities to the fact that each distinct fiedld was a systlem of knowledge, and they shared
abdief that there should be common dements of structure and theory within any syssem. "The
isomorphy we have mentioned is a consequence of the fact that, in certain aspects, corresponding
abstractions and conceptua models can be applied to different phenomena” (p. 2)

Many of the ams espoused for Generd Systems Theory were pedagogicd; tying the cross-

systemization of the sciences to support and integration of fields and thus better science education. But
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in terms of knowledge content, the early aim was to develop unifying principles that would cut across
disciplines; alowing concepts to flow across boundaries to enhance knowledge. Constructs so shared
could help answer questions, as well as point to questions as yet unasked. "This theory brings us closer
to the unity of science” (p. 2)

Characterigtics of Sysems

Ackoff (1960), taking a holigtic approach, defines a system as "any entity, conceptua or
physical, which congsts of interdependent parts.” (p. 1) He goes on to emphasize that systemstheory is
modtly interested in systems that can display activity; or concrete physicd redlities. "A physcd entity is
conddered as a sysem if the outcome of its behavior is conceptudized as the product of the interaction
of itsparts” (p. 2) Ackoff later (1995) defines a system as any combination of components, the
decompostion of which would remove its essentid defining features.

More mathematicaly, Laszlo (1975) offered a means to specify a system through its parameters
and relations, each of which could be described by adomain of vaues of aset of atributes. Reations
among those attributes condtitute the functions that are available and supported by the system. The
sructure of any such system could be described by reference to the sysem itsdlf, any of its subsystems,
or to the suprasystems of which itisapart. Everything outside of these descriptions would congtitute
the system'’s environmert.

Sutherland (1973) describes a categoricd view of systems thinking that avoids Ackoff's holistic
amplicity without resorting to Laszlo's mathematica abstraction.  Categories such as emergence,
hierarchy, feedback, entropy, and equilibrium al contribute to the heuristic toolset of the systems

theorigt. (p. 50)
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The General Systems Theory can itself, then, be described as a system that can be discussed at
al of these levels of detail; whether holigtically, as an endeavor to understand systems generdly;
categoricaly, as a delineation and naming of each identified isomorphy that contributes the main findings
of thefidd; or abdractly, by formdizing the logic with which such congtructs can be defined. Systems
thinking can take place, and be fruitful at any of these levels.

Meta- Sysems & Hierarchy

Klir (1975) describes a set of five generd characteristics of systems than can be used to define
and describe the invariant portions of any system definition:

1. A st of variables that describes the system and a granularity with respect to space-time
organization for viewing and manipulaing those varigbles,

2. A description of the system's activity, described in terms of time functions that describe the
changes that take place in the system within the space-time frame described in (2),

3. A description of the system's behaviors in terms of time-invariant relaionships between
past, present, and future vaues for system variables a gppropriate levels of granularity,

4. A date-trangtion structure for the system that describes the states of system variables and
their next possible states within the system's specific space-time granularity, and

5. A description of the variables required for the system to interface with higher-order systems
of which it isapart, or with which it carries out interactions.

Klir's characteristics describe a meta- system that describes common aspects of dl sysems. An
interesting aspect is the incluson of space-time granularity as afundamentd distinction within the
taxonomy. It dlows for multiple definitions of systems that, on the surface, might too easily be judged to

be the same system.
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For example, the system definition describing a human being on the scde of hoursis a markedly
different system than the one that defines the human being on the scale of years or decades. A socid
group viewed on a day-to-day basisis clearly a different system than the same socid group viewed over
decades. A society viewed on ascde of yearswill be systemicadly different fromthe same society
viewed from the historica perspective of centuries.

The digtinction and difference aren't only in the levd of detail. The focus of the system
description is entirely different a the various scales, and completely different aspects of action, behavior,
and interaction are important.  Klir acknowledges the obvious need to map each of these system
definitions to each other, and views the trangtiona rules or procedures as themsdves condtituting a
system — actualy a meta- meta- system — that can be sudied. Many fields (e.g. history, economics,
anthropology, etc.) actudly spend much of their effort studying the potentia time-invariance of such
meta- meta- systems.

These descriptions of systems, meta:- systems, and meta- meta- systems congtitute a hierarchy of
sysemsthat Klir asserts can ease the sudy of "such phenomena as growth, evolution, sdf-reproduction,
sdf-organization, adaptation, and learning.” (p. 32) The distinctions among phylogeny, genedlogy, and
ontogeny — different tempora aspects of describing humans as systems — are an example of such a
meta- system described by this KAM.

Types of Sysgems

Ackoff (1995) emphasizes the importance of systems thinking in understanding complex
gysems. He offers an understanding of systems dynamics through amodd of three types of sysems
mechanigtic, organismic, and societd; each of which carries different meaning in an understanding of

human development.
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Mechanicad Systems

Mechanicd instruments, devices, and machines that may contain an arbitrary number of working
components, each representing systems of their own on smdler scaes, make up the range of mechanicd
sysem. Mechanicd systems are characterized by serving some function. They have no purpose of their
own, just function. The range of functions might include some that are unintended by the designers of
the system; but never does the mechanical system take on a purpose of its own.

Mos of the systems described using phylogeny and ontogeny in this KAM are examples of
mechanigic sysems. Biologicad evolution drives naturdly sdlected change in phylogenic development;
but such changeis only described by the functions that emerge from such change. No inherent purpose
is atributed to genetic change; just function. New genetic combinations enable new functions to emerge
in individuds, who are then more or less selected by the naturd environment in which those functions are
exhibited. Physiology describes function, not purpose. Lifeisamechanicd system; up to apoint.

Organismic Sysems

Organismic sysems are individud living beings, made up of myriad physiologicd subsystems.
Many of the component subsystems are actualy mechanicd sysems. Ackoff's exampleis the human
being, a subsystem of which isthe respiratory sysem. This subsystem has a function; respiration. The
whole human can be said to have a purpose, or mission.

Although Ackoff limits his discusson to humans, most life forms derived from biologicd
evolution (but not al) can be described as organismic sysems.  To the extent that aliving organism
demondrates a survivd indinct or will-to-live, coupled with areproductive ingtinct; the organism can be

described as having apurpose. Theindividud physiologicd subsystems of such individuds lack such
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purpose, providing ther function instead. The system’s purpose is an emergent property of the
combination of the physologica systems.

Societd Sysems

Larger organizations of collections of organic individuads are societd systems. The components
of the societd system are generdly smdler societd systems, or dseindividud organismic sysems
people. Societa systems have purpose. Such purpose is not completely dependent upon the individua
purpaoses of the organismic systems that compriseiit.

Ackoff describes the friction that ensues when one looks at the differencesin purpose between
individua organismic systems and the societd systems of which they areapat. A dyad of two
individuas will exhibit properties and characterigtics hed by neither individud. The collective purpose
will be unique relaive to the persond purposes of theindividuds. The sameistrue of any organismic
systems collective. The scope and scde of such systems affects the dynamics of their makeup and
interactions, often in interesting and unpredictable ways.

The fact that the same organismic individua can be acomponent of multiple societd sysems
means that a any given time, an individud is a part of multiple possible contradictory purposes. Larger
societd systems can even be seen to trest component individuds as though they were only mechanistic
systems, sarving afunction, but having no specific purpose of their own. This dynamic explains many
organizationa behaviors where individua members sometimesfed trested asless than human. Such
conflict of purposes (e.g. persond, group, family, state, company, church) within sngle individudsis an
emergent property of the developmental models being explored in this KAM. Such dynamics are
created from the models, and then further define the environment in which continued devel opment

occurs.
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Interdisciplinary Example— Time

The way we measure time, today and throughout our history, provides an illustration of the
interaction and interdependence of the developmenta disciplines outlined above. In particular, we saw
inbiologica evolution that traits in common across Species are taken to be older in history than more
unique modern traits. The tracing of time illugtrates this principle, with the oldest vestiges built into the
oldest biologica mechanisms, and the newest gpparent only in the advanced cultura artifacts of
humenity.

Agronomicd Time

The root of our time measurement, the year, is an astronomicd accident. Life formed on earth
asit orbited the star from which it gained the energy necessary to create life. The time needed to
complete one of those orbits was a naturd unit of time measure waiting to be discovered long before
any life form began to emerge from evolution. The length of the year is afixed measure on earth. It's
possible that for any life on any planet, the length of the year could not vary too far from our observed
length, since the period is afunction of the Sze of the planetary orbit, and the energy received on the
planet is afunction of the shape and Sze of that orbit. Too short ayear (i.e. smaler orbit) would result
in aplanet too hot for evolutionary forces to be successful in cregting life. Too long ayear (i.e. larger
orbit) would result in too cold an environment. While there could likely be some varidion, the length of
the year for any species on any planet couldn’t be too wildly different that the year observed on earth.

The next units of time, the month (or more precisely, the moon) and the day, dso have
adronomicd origins, and become increasingly important to life on earth. The revolution of the moon
around the earth, and the rotation of the earth on its axis, define stable units of time that precede the

evolution of life. However, such motions dso caused the tidal forces in the earth’ s oceans that resulted
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in the selective pressure for life to evolve beyond those oceans and on to the land. The month and day
were early criticd factorsin the evolution of life; so early that most life on earth has some biologicaly
engineered dependency on timeframes of roughly aday and amonth.  Such dependenciesinclude
reproductive cycles and circadian rhythm cycles, most life beyond certain levels of complexity exhibiting
day-night or night-day deep and activity behaviors.

The fact that such behaviors and patterns are seen across dl forms of lifeis an indicator of the
early origins of such time clocksin evolution.  For most of the history of life, time only needed to be
understood in terms of years (i.e. seasond cycles), months (i.e. lunar cycles), and days (i.e. earthly
rotations, day-night). All of the other forms of time measurement observed among humans represent
relaively modern additions to the time tracking story.

Cognitive Time

The introduction of the days of the week into thinking about time involved both cognitive and
psychologicd acts. Cognitively, bresking the month into roughly four weeks would have corresponded
to the phases of the moon that were readily available; not that such regular cycles would have
necessarily been used to denote the passage of time. Human cognition readily recognizes patterns, and
messures relative progress. Recognizing the moon's cyclicd shifting from new to full would have been
unavoidable, resulting in, a leadt, the ddlineation of the 28 day month into two 14-day periods.
Likewise, recognizing whether the moon were closer to new than to full would have again broken those
14 day periodsinto two 7-day periods. The 7-day week was a natura expectation of the human
brain’ swiring to see cycles and relative rates.

The naming of the days of the week was an accident of psychology and history; the days

having been named by a culture firmly entrenched in astrology. The days were named for the seven
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planets known to the early Greeks (the five visible planets, plus the sun and moon). (Boorstin, 1983, p.
14-15) The fact that the days of the week were not named until the time of the Greeks, ardatively
recent occurrence in human higtory, illustrates a sdlectivity in the invention of such culturd artifects.
Earlier cultures were equaly capable of recognizing and naming the units of time represented by the day,
but didn’t do so; presumably because the concept offered too little utility in those societies. With the
advent of complex socid arrangements in Greek culture, the need to be able to identify and categorize
gpecific days of the week and month became necessary, and offered selective advantage.

Sodd Time

The invention of the hour lies further back in human history, and owes its vaue as a unit of time
to the biologica evolution of primates, the socid evolution of collocated individuds into cooperative
groups, and the cognitive development of the cycle and rate observations discussed above. The cycle
of day and night would have been obvious to any observer, and in fact iswired into the evolution of
most anima and plant species. Early humans would have cognitively recognized the morning (i.e., am.)
and afternoon (i.e., p.m.) asreadily as they recognized the waxing and waning phases of the moon. The
need for individuas to cooperate and coordinate their schedules through the day would have eventudly
required a granularity of time much more discrete than the roughly six hour intervals defined by the
astronomic cycles aready discussed. Further subdivision was required: the hour. Selective pressure
was present to invent the hour, but there wouldn’t have been any particular reason why it would have
the length it does. The length of the hour represents an interesting interaction of biologica and cognitive
evolution.

Breeking the day into hours involves counting units. Counting doesn’'t necessarily haveto

involve numbers. Numbers are ardatively recent invention of human cognition. Early mammas could
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count, counting being the representation of some quantity. Schmandt-Besserat (1999) describes the
history of counting as passing through stages of numberless counting, to concrete counting, to abstract
counting with numbers. (p. 17) Early hominids use of numberless counting shows up in their artifacts,
the most common being notches made in some materid to represent the quantity of something. The
notches aren’'t numbers, they are smply indicators of increasing quantity. The order and shape of such
notches carry no meaning. In concrete counting, tokens are used to represent the thing being counted
(e.g. Sx twigs represent the Sx sheep taken to the fidd. twelve smal stones represent the twelve families
inthe next village). There are no numbers yet, just comparative anal ogs that can be transported and
compared. Thisform of counting was dominant in human history by the time of the Sumerians, the
symbals for such tokens etched into clay tablets that can still be read by archaeol ogists today.

Inevitably, with the increasing complexity of human cognition and socid sructures, the need to
count would have exceeded the physical and logisticd limitations of token-based counting. Assgning a
name to each quantity, or numbering, involves much more complicated cognition; abstraction of the
quantity itself from the thing quantified. According to Schmandt-Besserat (1999), “numbers had to be
invented.” (p. 10) Oneway to be able to trangport these invented numbers, avoiding the need to
share and carry tokens for every quantity, would have been to use something that everyone dways had
with them; their bodies. It isat this point that numbers intersect biologica evolution.

Archaeol ogists have found notched poles or tablets, that reved the numbering systems of their
creators. Such records don't exist for early numbering systems that would have been based on the
biologica body, requiring theorizing about these earliest number systems from contemporary andogies.
A contemporary example, reported by Schmandt-Besserat (1999), is the Paiela of Papua New Guinea.

The Paidatoday count with their bodies; usng afixed system that sarts with the thumb of ther left hand
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and moves up over the head, and down the right arm to the tip of theright hand.  The system includes
28 unique entries (e.g. left Sde of the neck is seven, right ebow istwenty). While the system can only
be used to count to 28, and not beyond, it is acompletdy abstract number system where the number
represented is independent of the things counted. The existence of such anumber sysemina
contemporary society illusgtrates the likelihood that many such systems were probably invented by early
humans to name and track numbered quantities. The efficacy of such sysems would have been
determined by the quantifying needs of the people who invented and used the system.

For the Paiela, the range of numbers available in their system is sufficient for their needs. In fact,
had the Paida invented the hour, we would likely livein a 28 hour day. But we happento liveina
world where indtitutions and economics of devel oping human societies needed a numbering system that
could easily represent numbers much larger than 28. The system that became dominant was that of the
Babylonians, a system based broadly on groups of sixty. (Boorgtin, 1983)

Scott (1958) reports, describing clay tablets written during the early Hammurabi period of
Sumeria, that this number system was defined and in use as early as 4,000 years ago. Thesetablets
contained numbers that only made sense once it was determined that they were written using a numeric
base of 60. The squares of the ordind numbers were writtenas 1, 4, 9, 16, 25, 36, 49, 1-4, 1-21, ...
2-24; where the last three values represented 64, 81, and 144 respectively. Such numbers show that
the Sumerians had developed a complex numbering system, and that they had developed the abstract
concept of place-vauesin the writing of numbers. The place-value concept was lost, needing to be
reinvented by the late Greeks dmost two thousand years later; but the number system took hold.

Where did the Sumerians get their system of gixties? Using the Paidlaas a modern andogy for

anatomy- based numbering systems, Boorgtin (1983) describes the origins of the Babylonian sysemin
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biologicd evolution. Primate evolution resulted in a hand that hed three key characterigtics: @) five digits,
or fingers, b) threejoints or sections per digit, and (most importantly) c) the thumb in oppogtion to the
other four digits. As humans developed the cognitive need for abstract numbers, and body counting
offered away to carry numbers without the logistics of notches or tokens, the use of the hand could
have naturdly led to the system of gxties that was dominant in numbering by the time of the Sumerians.

Human Time

The five digits of the human hand make five anatural counting number. If the opposing thumb is
used to point to, or indicate, each of the joints on the other four fingers, then twelve would have
become a naturd counting number. If the fingers of the second hand are used to count the number of
cycles through thejoints on the first hand, then sixty (e.g. 12 x 5) would have emerged as a natura
counting number. Findly, if the opposable thumb were used on the second hand to count the first hand
iterations, then 144 (e.g. 12 x 12) would have emerged as anatura counting number, and larger
numbers would have been difficult because the capacity of the hand-finger system would have been
reached. Thisis precisdy the numbering system of the Sumerians; based on 5's, 12’ s (our dozen),
60's, and 144’ s (our score). The important selective advantage for such a system would have been that
it optimized the definition of numbers that would have been in common use on a human scde.

Ewing, Gehring, and Hamoas (1994) describe the incorporation of this number system into
Greek astronomy by Hipparchus of Nicaea. (p. 7) Ptolemy had already shown that the radius of a
circle, if used as a secant, could be used to divide acircleinto six identica dices. Greek astronomers,
needing more discrete measurements of the stars and planets they were observing, used the Sumerian

sixty to divide each of the dready identified dices. Thisresulted in the 360 degree circle (e.g. 6 x 60).
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The same 60 was used to divide the degree into 60 minutes of arc, and the minute of arc into 60
seconds of arc.

The Greeks ds0 used the Sumerian number system to divide the day, choosing the natura vaue
of 12 to represent the number of hours that would be used. The invention of the mechanica clock in the
13" century necessitated further divisions of the hour. (Boorstin, 1983, p. 42) Again, the system-of-
gxties was used to divide the hour into 60 minutes (i.e. represented as 12 groups of 5 minutes with the
numbers on the origina clocks), and sixty seconds per minute.

A reault of dl of thisisthat the thoroughly modern human cognitive act of measuring timeis
defined by an ancient accident of biologica evolution; the evolution of the primate hand. The primate
hand is the origin of the hours and minutes on our clocks, the dozen eggsin our basket, the degrees of
longitude and latitude on our maps, and a hogt of other numbering and counting schemes used
throughout our culture. A different hand would have led to a different human development. A four
fingered hand might have given us an 18 hour day, and 36 minutes per hour. In that case, 18 and 36
would now seem as natural a measure of time as 24 and 60 seem today; and there would be nine eggs
in adozen.

The Sumerian number system provided a basis for measuring time, but didn’t determine the
exact vaues of the unitsthat we usetoday. The choice of vaueswas likely based on socid
congderations that looked & the usefulness of the vauesinvolved. The Sumerian number system could
have been used to develop an dternative clock with five or 60 hoursinit. On the scae of Greek
society, though, the hours wouldn't have been as useful. If measuring time was to offer selective
advantage to society, it needed to measure time in amanner that was useful; particularly before the

invention of modern clocks.
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Many human activities take place on the scae represented by the hour of the twenty-four hour
day (i.e. thetimeto go to the market, to fetch water from the community well, to prepare and est a
mesl, to collect or chop firewood, to gather in the societd common areg, etc.). In turn, the actua
duration of these activities was partly determined by the Sze and scale of the socid groups in which the
humans measuring time were living and interacting.

Y zerbyt and Lories (1998) generdized this notion of scae to define a series of tempord bands
that define time in terms of different levels, each having their own relevant uses and advantages. (see
Tablel) For most socid activities, the Socid Band of day, week, and month would be agppropriate
timescales. For persond activity, their Rational Band, smaller unitsin terms of hours and minutes are

maost important.

Table 1 — Time bands and leves

Duration Orientation Band

Month Socid Band
Week

Day

Hour Rationd Band
10 min.

1 min. Task

10 sec. Unit task Cognitive Band
1 sec. Cognitive operation

100 msec. Deliberation

10 msec. Neurd circuit Biologica Band
1 msec. Neuron

100 micro sec. Organelle

Adapted from Y zerbyt & Lories, 1998, Figure 1.1 (p. 4)
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The fact that Y zerbyt and Lories define so many of ther time levels using numbersin base- 10
illugtrates how our modern numbering systems have changed. To count things in extremely large or
amall quantities, the systlem-of-gxties loses its power. Asthe Greek numbering system gave way to the
Latin system in human higtory, cognitive development was able to pursue additional concepts and ideas
unavailable under the earlier system.

In the modern base- 10 system, the milliseconds and microseconds of Y zerbyt and Lories more
detailed Cognitive and Biologica Bands could be represented. The absolute smadlest unit of timein
quantum physics, 10 seconds (Planck’s Constant), couldn’t be represented using thumbs and fingers.
The larger numbersin use today; 10 (Googol) and 10°°°% (Googolplex), can only be thought of and
defined using the base-10 system. Biology initiated counting with numbers, and cognition took over.
Cognition defined what to count, but socidization determined the gppropriate scale. Time, then, isan
example of theinterplay of the developmenta disciplines outlined in this breadth component. Biology

drives numbers, cognition drives counting, and socidization determines the scae of measuring.
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Chapter 4
Cognition & Language

The focus of this breadth component has been the interplay of the biologicd, socio-culturd,
cognitive, and psychologica dements of human development. The depth component that follows will
focus on particular paths through these dimensions, emphasizing the language- enabling interactions of
biologicd and cognitive evolution, as well as the socio-culturd developments enabled, and often
defined, by language.

There are numerous theories and positions regarding the interdependencies in the development
of language as an interplay of biology, cognition, and socidization. Kegan (1982) highlights language
acquisition versus cognitive development, noting the differences in language acquistion and learning
between young and older children. Y ounger children treat language as an appendage to the sdif, while
older children use language as the integra medium of socid exchange or interaction; part of the definition
of df inaction. The evolution of such cognitive developmentd patterns echoes socidization pressures
in the developing environment.

Adler, Rosenfed, and Towne (1986) describe the way that language shapes our world, our
culturd perspective, and our impressions and status in society. The way language shapes our world, in
turn, dters the way we define and use language. There is congtant interplay among the developmenta
disciplines that can only be best described usng the system theories described above. Armstrong
(1999) categorizes such interplay theories into two broad categories that define a continuum for
discussion. (p. 17-18)

Theories thet fit the continuity hypothesis are those that describe the gradua development of a

biologicad capacity for language, with adow and incrementa development of language within the
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ancedird linesthat led to modern humans. At thisend of the continuum, gesturd or Sgning precursors
to language become part of an ancient chain of development that eventudly crossed a threshold to be
congdered as language. This gpproach provides for a smooth trangtion in the evolutionary story, but
provides little support for trying to understand what language is, or where and when it darted. |If
gestures and body sgns are early versons of language, then what is it that we congder particularly
unique about human language?

Theoriesthat fit Armstrong’s saltational or punctuated hypothesis describe a sudden or
discontinuous appearance of the capacity for language, most often coinciding with the evolutionary
gppearance of anatomicaly modern humans. Such an gpproach requires a clearer definition of language
in order to define the boundary of punctuated emergence. It precludes cdling the gestures or signs of
any species alanguage unlessiit fits that emergence definition.

Armstrong points out that a set of meaningless items that can be assembled into meaningful
wordsis abasc underlying festure of language in many writings on linguistics (p. 18). The question that
permesates his theoretical continuum is: At what point, and in what ways, did these meaningless symbols
take on meaning as language? While much discusson rests on the evolution of the anatomica eements
that are obvioudy necessary for language, one must aso address the cognitive aspects of the
establishment of such meaning. Remaining to be established is whether the biologica development
drove the cognitive evolution, or the development of cognitive capabilities enabled the use of sgnsand
symbolsin such away that sdective advantage was given to individuas who possesses more language-
capable anatomy.

Greenwood (1984) sees the strongest interrelationship between the cognitive and socio-culturd

dimensons. He describes the common use of language as a common paradigm for describing what
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cultureislike. He aso identifies the thinking that goesinto language as a critical factor in the
development of culture, arguing that one without the other could not exist. We are cultura because we
can think through meanings associated with language, and we do so largely because we have socid and
culturd drives and goals that are better met through such use of language. (p. 152-153)

The depth component will pursue language firg through the filter of biology and cognition, and
second through its enabling facility for socid interaction that drives continuing cognitive development.
The tory that unfolds will emphasize Armstrong’ s continuity hypothesis as biologica evolution drives
the never-ending unfolding of increasing neurd complexity that brings about cognitive development and
language. It dso will illustrate Armstrong’ s punctuationa hypothesis, as particular neura developments
enable behavior changes that trigger the discontinuous development of mind and communication that
provides a context for proto-language gestures and Sgns to become communicative language. Findly,
the cognitive basis for the unitization of conceptsin language will provide the foundation for discusson of
increasingly professond and specidized languages in modern society, a viewpoint that will lead to the
goplication component and itslook at the language- specific features of the software engineering

profession.
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Annotated Bibliography

The journd articles annotated in this bibliography were sdlected in order to provide detail
coverage of the linkages of evolution, cognition, and language raised in the breadth component. These

themes will be further explored throughout this depth component.

Bickerton, D. (2000). Resolving discontinuity: A minimaist distinction between human and nornhuman
minds. American Zoologist, 40(6). 862-873.

Bickerton begins his anadysis with the observation that human behavior is quantitatively and
quditatively different than any other species that has ever evolved on earth. He describes differencesin
cognition and consciousness and the myriad behavior and adaptive differences driven by those evolved
cagpailities. Noting that many primate species have such capabilitiesin limited ways, he asks what
could drive the obvious quditative differences across species.  The problem, generally noted across the
literature, istime. The changes observed in humans have evolved in too short atimeframe to not be
related in origin.

“Either every differentiating human characteridtic ... has evolved separatdy, with a separate
history, separate selective pressures, and separate and distinct adaptations to satisfy those pressures, or
else some single factor has intervened, some factor which of its nature would trigger profound changes
in dl antecedent cognitive capacities.” (p. 863) A common origin in evolution, that supports the
complex development, is needed in order to explain the observed complexity and quditative differences

across Species.
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Bickerton “hypothesize(s) a sngle polyfunctiona mechanism” (p. 864) to explain the jump from
pre-exising hominid cgpabilities to modern human capabilities.  If there exists multiple complex
development in a species, the basc gatistics of evolution makes it increasingly unlikely that those
developments occurred independently in limited evolutionary time. Thereislikey acommon
evolutionary development that enabled or drove the feature or capability development that eventudly
differentiated the species.

As examples, Bickerton uses language, intdligence, and consciousness. Many consder these
development in Homo to be quditative differentiators from other hominid lines, and from dl primate
lines. However, rudimentary capabilities are seen in dl three developmentd areasin most primates dive
today, and are likely to have been found in early primates and hominids leading up to the emergence of
Homo sapiens. The differences today appear to be amply quantitative, except that the differences are
of such amagnitude to account for amgor quditative difference in the way we see our species.

Bickerton's hypothesis requires that there be a single evolutionary development to account for
such developmentd differences. Too little time has passed snce the split of the early hominid lines from
the generd development of primates — fifty to three hundred thousand years depending upon the
theoretical basis of discusson — to account for the development of such an array of complex capabilities
independently from each other. The probabilities and mechanisms involved smply cdl for asngle
evolutionary change that eventualy enabled the observed complex capabilities. In fact, because the
capabilities being discussed are 0 evolutionarily complex, that sngle enabling change must have
occurred very shortly after the primate-hominid salit, and have occurred rdatively quickly.

What changes were occurring in the hominid line during the period in question? The physca

archaeologica record shows that the most dramatic change taking place during the last hdf million years
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of primate-hominid evalution has been the expansion of the cranium, with a presumed corresponding
growth inbrain 9ze.  Bickerton doesn't suggest that an increase in brain Sze caused the evolutionary
developments that |ed to the advanced cognitive functions seen in humans. Rather, he asks what
selective advantage such growth must have had. What developmenta features would have been
enabled by such physical growth that would have provided individuas with larger brains reproductive
advantage over those without them?

If such festures were found to experience athreshold effect; meaning that the capabilities
enabled were dependent upon the brain achieving some threshold size before they could emerge, then
the growth of the brain would have eventudly triggered dramatic evolutionary changes in the species
once that Size had occurred. Since such a dramatic and sudden explosion of capability is exactly what
Bickerton and other evolutionary biologigs are trying to explain, asingle factor threshold effect seems
plausible as an explangtion for the emergence of humanity.

Looking at his three example functions from a cognitive standpoint, the common threed
Bickerton identifiesin dl of them is an ability to maintain brain activity over extended periods of time
without the necessity to drive such activity with externd stimuli. Such capability * permit(s) the
autonomous life of themind.” (p. 870) Such cognitive functioning requires, a the least, a Sgnificant
quantitative increase in the number of neurons participating in such functioning; and may require
additiona qudlitative differences that might emerge from this quantitatively larger salf-organizing
network. Such quantitative-quditative changeis precisely what Bickerton islooking to explain.

Bickerton concludes — tentatively, suggesting further research — that the development of
characterigtically human cognitive cgpatilities rests on the historicd development of stimuli-independent

cognitive activity that emerged from increasesin brain szein the early hominid line. Such cgpability
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alowed early humansto form conceptud concepts and groupings that are unavailable to brains
dependent upon externd stimulation for exciting neurd patterns. The early advantages of even such
proto-cognitive function would have provided sufficient selective pressure to continue Size devel opment
across primates.

A threshold effect, somewhere among the late Austral opithecus, quickly raicheted humanity
into existence over avery short evolutionary period. Bickerton offers no suggestion regarding exactly
how such cagpability emerge in the growing brain of primates and early hominids, nor of any particular
threshold mechanism. This depth component will explore that particular issue using M cFadden (2000)

beow.

Gathercole, V. C. M.; & Whitfield, L. C. (2001). Function asacriterion for the extenson of new
words. Journal of Child Language, 28(1). 87-125.

The way individuas learn language, and the order in which they acquire particular words and
usages provides awindow into cognition. Gathercole and Whitfield (2001) report an experimentd
study in which they expose both children and adults to novel vocabulary in order to observe the key
features of novel words that were associated with new word acquisition.

Their study used arbitrarily created artificia nouns for which they could control the presentation
and perception of meanings. Typicaly, new words were presented in the context of pictures of physicd
objectsin such away that the researchers could: a) control each participant’s view of the object, b)
control the language used to describe the object, and ¢) control whether or not the function of the object

was clear or ambiguous.
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They found digtinctive differences in word acquisition between four year olds, nine year olds,
and adults. The youngest participants typicaly drew conclusions about the meaning of nove words
from their vigble shape of the objectsin the sudy. They were most likely to attribute meaning to
artificid nouns according to the extent that the objects physicadly resembled other objects with which
they were dready familiar. Even when presented with clear functiond information about the object,
these youngest children weren't dissuaded from their perceptions of meaning based on shape done.

Nine year old children in the Gathercole and Whitfield study demondtrated a different set of
abilitiesthan four year olds. Like the youngest children, these older children seemed unable to use
information provided about the function of the presented objects to categorize and learn the new nove
nouns. However, unlike the youngest children, the older children were effected in their interpretations
by the syntax used to describe the objects (e.g. some TIV vs. my TIV). The youngest children faled to
pick up on the quantitative and quditative information available in such syntectic differences. The older
children took advantage of such syntactic information to override the visud cuesthat were being
provided. When such cues were contradictory, the older children gave precedence to the syntax cues.

Adults, unlike the children, interpreted new nouns dmost exclusvely using information presented
about the function of the artificid objects. When the function was intentiondly left ambiguous, adultsin
the study took their information primarily from syntax cues; and from visua cues when syntax cues were
unavalable. The researchers found other patterns (oversmplified here for the sake of annotation)
congstent with the generdizations described above. The ability of some nine year oldsto use function
to derive meaning, of saven year oldsin the study to use combinations of visua and syntax cues, and
other variations were not common enough to invalidate the notion that individuas learn new nouns using

strategies that are dependent on their cognitive development at any given age.
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Particularly interesting about the Gathercole and Whitfidd finding is thet it gppears that
ontologica cognitive development gppears to recapitul ate phylogenic development in ways described at
the end of the breadth component. Early mamma brains developed the ability to recognize and
categorize extensve objects based on shape and visua gppearance. Later in evolution, primates
evolved the cognitive ability to use richer quditative and quantitetive datain categorization. Findly,
human cognition evolved the ahility to reason about function to override other less informeation-intensve
categorization schemes.

Our human ontologica development, according to Gathercole and Whitfidld, recapitul ates that
evolution. 'Y oung children, those around four years of age, have the ability to conduct basic and smple
categorization based on visud cues presented in their environment, but are unable to pick up on more
intengve quditative cues or functiond digplays aso avalable in the same environment. As children age,
somewhere between seven and ten years of age, they improve ther ability to pick up on quditative cues
and rely lessand lesson smplevisud sgnds. By adulthood, human cognition easly categorizes objects
in the environment based on their perceived function, even when such function isin conflict with visud
and syntax cues dso available.

This depth component looks at the acquisition of language among adults working in professions.
This study indicates that, among adults, function plays a centrd role in the categorization and acquigtion
of new vocabulary; and that such acquisition isa partid recapitulation of our own cognitive evolution. I
that pattern holds, then this depth component may be able to look beyond function-in-cognition, toward
meaning-in-culture, asabassfor further extending language. This pattern would build on the continued

cognitive evolution discussed in this depth component toward the culturd evolution of memetics. While



Core KAM 2 - Depth 7

this thinking extends beyond the findings discussed by Gathercole and Whitfield, it seems anaturd

extenson of their findings, and will be explored throughout this depth component.

Henrich, J;; & Gil-White, F. J. (2001). The evolution of prestige: Freely conferred deference asa
mechanism for enhancing the benefits of culturd trangmisson. Evolution and Human
Behavior, 22(3). 165-196.

Classcd evolutionary writings present surviva-of-the-fittest as akey paradigm for
undergtanding species development and variation; first with genera environmentd fitness among lower
and earlier gpecies, and then with dominance theory among socialy interacting species. The paradigm
of the dominant mae having the greatest reproductive successis the focus of such reasoning. Henrich
and Gil-White extend the notion of fitness to include the more humanoriented information exchanges
required of culturd transmisson; and posit prestige as adriving force in such development and
variaion.

Henrich and Gil-White argue that as the human species developed a culturd capacity, it would
have been necessary to develop an inter-generationa transmission cgpability that assured accurate
transmission of pogtive culturd traitsto act as a counterpart to accurate genetic transmisson. Evolution
would have favored and selected for such capability. Human ancestors would have evolved to become
highly specidized a cultura transmisson because individuas who lacked such capability would have
faled to achieve the evolutionary advantages of culture and so would have experienced less
reproductive success.

Prestige — or freely conferred deference — evolved as a psychologicd dternative to dominance,
argue Henrich and Gil-White, precisely because dominance assured genetic reproduction while

minimizing culturd transmission. The dominant mae begating back othersin the socid group isthe classc
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view of dominance theory; aso represented by submissive behaviors such as grooming, or yielding food
or space. A problem in such dominance behaviorsis that no culturd transmission takes place; limiting
the ability of the speciesto tranamit culturaly learned lessons

The dterndtive to showing submission to the dominant is to show free deference to the
prestigious. Individuds will try to emulate, or mode, those individuas who they perceive to be the most
skilled or knowledgesable in important selected domains. Modeling requires direct observation and
proximity, and so behaviors will developed to encourage models to dlow the necessary close proximity
for observation and emulation.  The resulting deference encourages models to dlow continued
proximity among followers.

Intime, and to increase sHective efficiency, individuals will come to select models based onthe
observation of their existing deference clientde. The ability to sdlect models based on such prestige
observations lowers the start-up codts of socid tranamisson. Individuds continualy refine their choice
of models based on the long-term or on-going success of their modds' actions within the pertinent
domain.

Prestige rests on the continuing admiration available from followers. Prestigious modd s will
work to further enhance their percelved skills because such improvements bring an increase in
deferentid clients. The congtant desire for proximity and sustained observations continues to bring the
mode more benefits. It also creates incentives for other less known and followed models — those that
are less prestigious — to improve their kills to obtain more clients; often at the expense of the leader.
Likewise, leading modds will limit the Sze of their clientele to manageable numbers

A gtrong hunter with one or two followers will ill likely be astrong hunter. The same hunter

with twenty followers will fall completdy astheir entourage scares away dl of the available prey. The
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prestigious modd will, therefore, increase the socia codts extracted from each margina follower in
order to optimize the benefits of prestige. Additiona followers will choose less prestigious modes
samply because the socid start-up costs are percelved as a better trade-off. In thisway thereis
constant change and flux in the mode-follower relationships across a socid group.

With congtant change in relationships, and varying model lessons being learned within any given
knowledge domain, there will be variation. The best combinations of mode sdection and learning will
be sdlected at the expense of less effective moddls. Because the choices are inherently subjective and
persond as they occur, naturd selection will eventually develop the psychologica capabilitiesto drive
this system.

Up to this point the discussion of dominance versus prestige can be attributed to a distinction
that can be drawn within any species. Any socidly interacting species would be expected to gradudly
evolve the characteristics being described, and indeed Henrich and Gil-White describe such activities
among many species, particularly among primates that present with socia systems and characteristics.
But the prestige and deference systems inherent seen in human interactions appear quditatively different
than their counterparts among the primates. In fact, Henrich and Gil-White argue that the exchange and
competition for prestige has been a driving force — in an evolutionary sense— in culturd development
and tranamisson. What difference can account for the extensive exploson in socia complexity seenin
Homo?

Henrich and Gil-White argue that the difference is language and the impact language has had on
the development of prestige-based deference rdationships. Thelr explanation addresses not just socid
learning as seen across many primate species, but “direct socid learning.” (p. 172, authors emphasis)

Thisindudes dl forms of learning that occur directly between individuds, sarting with Smple imitation



Core KAM 2 - Depth 10

and copying that can occur without language, up to god emulation and means reasoning that can only
occur with atheory of mind and supporting language. Henrich and Gil-White refer to the transfer as
“infocopying,” (p. 172) and include any socid exchange where clients can “conscioudy acquire verba
knowledge and arguments’ (p. 172) from their models.

Such infocopying has evolutionary advantages because more variation is introduced when the
subjective beliefs and preferences of both modd and client are included in the transfer. Pre-linguidic
observation and copying will result in accidentd variation, but not directed variation based on beliefs
and reasons being exchanged among parties.  Other than language, the capabiility to infocopy is
dependent on two skills readily seen in most primates, 1) the ability to rank conspecifics based on their
perceived ahilities, and 2) the ability to show sdlected deference to individuds within the socid group.
These two dbilities dlow the individua to properly discriminate and interact with individuas within the
group likely to promote and encourage sdlective advantage over time. The addition of language
empowered this exising capability to drive massive change in rdativey short evolutionary time; using
what Henrich and Gil-White refer to as “ prestige- biased guided variation.” (p. 175)

They predict certain market forces driving certain interactions among modes and clientsin a
prestige-driven system. Deference toward models provides public cues to new entrants, lowering the
cost of entering into the system. Conferred benefits toward models creates incentives for individuas to
attempt to attain status and prestige through behaviors that will draw clients. Many will fall because they
choose to emulate the wrong skills or cgpabilities. Those that succeed will draw clients, and the
resulting interactions will ratchet up the knowledge domain. The most adaptive behaviors will become

the dominant, and the cycle will continue.
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The presence of prestige- biased deference, coupled with the presence of language, explains the
existing common psychological feature of humanity to defer to those seen as strong in adomain, and of
those strong in a domain to on-the-surface defer to their clientele to retain that clientele a the optimal
levd. Theexigence of “gurus’ in existing professond environments discussed in the gpplication

component of thisKAM will be an example of this phenomena at work.

Hernadi, P. (2001). Literature and evolution. SubStance, 30(1). 55-71.

Part of the evolution of human cognition, beginning somewhere in the development of generd
primate cognition, involved the ability of athinker to imagine and play out dternative scenarios and to
explore the implications of available options under those scenarios. Cognition had to invent fiction.
Hernadi (2001) sees literature as the culmination of those capabilities, and so describes the important
role that literature, or literary thinking, has played in the evolution and development of human cognition.

To Hernadi, literature enhances the brain’s capacity for expression, providing a selective
advantage as literary individuas became able to out-compete their less literary peersin the biological
tests of lifeand surviva.  And since literary thinking is typicaly socidly shared thinking, individuds who
participated in such sharing, even if only receivers of such thoughts, would generdly carry some of the
biologicaly sdlective advantage of such participation. To Hernadi then, our species modern love of
literature has strong biologicad and evolutionary roots. “The pleasure of succumbing to literary
seduction has long served as a psychologicd reward for what was once and perhaps till isa
biologicdly advantageous thing to do.” (p. 56)

Although Hernadi explores severd aspects of literary thinking, the one most important to this

depth component is the fact that literary thinking typicdly virtudizesfirst, second, or third-persons. This
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ability to see others as motivated and god- oriented individudsiis the centrd aspect that many useto
define the emergence of humanity. Supporting Hernadi’ s description, the breadth component explored
first- person thinking as central to mammalian cognition, second- person thinking as representing the
bridging point of primates within mammaia, and findly the ability to recognize third- person relationships
and motivations as a centrd theme in the emergence of human cognition. Literature emphasized these
cognitive developments, and assured their continued development.

The fiction of literature decoupled even this thinking from the red world, requiring the ability to
think, visudize, and share images of ideas and experiences that only exist in the mind. The boundaries
between redity and visudization eventudly evolve into the socid redlities of truth and deception; with
deception in literature eventudly playing arolein red world socid rdationships. Using this approach,
Hernadi has posited a centrd role for literature and literary thinking in the development of both human
cognition and socid gructure — centra themes of this KAM.

Under this role, literature would have coevolved with other features of the human brain and
consciousness, as well as socid exchange developments. It required the development of the ability to
verbdize both semantic and episodic memory, and to make such verbdizations gratifying enough to
engage recaversin ligening to, and interndizing, such literary exchanges. If engaging enough, such
literary exchanges would motivate liseners to new thoughts and behaviors. This literary impact on nor+
literary behaviors and actionsis central to the role Hernadi ascribesto literature in human evolution.
Literary traditions “ have thus been nurturing the human propengty for self-sacrifice well beyond the
geneticdly coded call in many anima species for dtruistic behavior.” (p. 65) Altruism becomesa
human characteristic developed through the cognition of literary virtua worlds and stories. Our love for

the heroes, and disdain for the villains, is etched into our genes by evolutionary cognition. Citing
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Dawkins concept of the selfish gene, Hernadi sees the devel opment of gene complexes that promote a
readiness for salf-sacrifice as counterintuitively a 9gn of such sdfishness; an dtruiam that is unique to
humans. Other primates limit their dtruism, if it can be cdled that, to defense of their own offspring and
other locd family group members.

Hernadi acknowledges that such atruistic behavior, if encoded to play out prior to producing
off-goring, would be a selective disadvantage to the gene pool. For this reason, evolutionary
mechanisms would be predicted to favor those individuas who have passed child-bearing years. One
would expect, posits Hernadi, that the effects of literature should vary based on age; the young
exploring the hedonigtic affects of stories and images, and the old being inspired to dtruigtic behaviors.
Such actud behaviors are characterigtic of virtualy every society on the planet. It turns out that such a

dichotomy, often referred to as a generation gap, is hard-coded in our genes by evolution.

Huldtijn, J. H.; & Laufer, B. (2001). Some empiricd evidence for the involvement load hypothesisin
vocabulary acquistion. Language Learning, 51(3). 539-558.

Different ingtructiond tasks can be classfied differently based on their effectivenessin achieving
desired learning outcomes. Hulstijn and Laufer (2001) looked at the vocabulary acquisition patterns
among students of English as a Foreign Language (EFL), focusing on the concept of depth of
processing. Through this gpproach, they were researching the chance that anew word learned in
lessons was retained in long-term memory, not because of the length of time it was held in short-term
memory, but by the shalowness or depth with which the word was processed during learning. Such

increased loads were observed to affect the richness with which materials were coded in long-term
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memory, and so the broader range of concepts under which the learned word could be retrieved and
used correctly.

After providing an extensve literature review, Hulstijn and Laufer conclude thet thereis generd
agreement in the field that the storage and retrievd of new information is dependent upon both the
richness and number of associations that are built between the new and old knowledge in long-term
memory. The term they used was elaboration, as they explored both the quantitative and quditative
aspects of vocabulary learning. In their study, they found that learning could be affected by processng
load regardless of whether the learning was intentiona, or incidentd to the perceived learning tasks.

The mogt effective tasks were those that required the deeper levels of processng. Smple
dictionary assignments, where students were asked to look up words they didn’t know, resulted in
minimd retention of new vocabulary. Increasingly complex tasks resulted in higher retention rates. It
was the purpose of their research to explore explanations for such improvement paths.

Hulgtijn and Laufer propose their Involvement Load Hypothesis as a motivationa-cognitive
condruct that explainsinvolvement in learning vocabulary through three components or dimensions:
need, search, and evaluation. By operationdizing these three dimensions, they were able to congtruct a
scae that accuratdly predicted the effectiveness of various learning tasksin EFL settings. They found
that retention improves in alearning tasks depending upon who has set the task and so how the student
will perceive need, whether or not the word or words targeted need to be searched through arich and
diverse set of concepts, and whether or not the word needs to be compared to other already known or
unknown words. The greater the processing load, the greater the retention.

Recognizing the time required in pedagogy to increase load for words being learned - it ssmply

alot more complicated to offer high load learning versus the load required to look words up in the
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dictionary - Hulstijn and Laufer recommend that teachers consder high-load pedagogies for centra or
theme words in lesson plans, and high-priority concepts in curricula. In the context of this KAM, this
recommendation hel ps in understanding some of the differentiated vocabularies of the professons being
discussed. Professonds have an edge in learning their own speciaized vocabulary precisely because
they tend to learn their words under higher involvement loads; further differentiating professonds from

non-professionals.

Kuberski, P. (2000). A worldly mind: Natura history and the experience of consciousness.
SubStance, 29(1). 7-22.

Cognitive scientists who explore the basi's of consciousness are participating in agenerad mind-
body debate and exploration that has its roots in the earliest philosophica disciplines. Kuberski (2000)
looks at some of the naturd history of this debate, focusing less on attempts to describe consciousness
in terms of physiology, and more on explanations drawn from the ways that we experience and discuss
CONSCiOUSNESS.

Kuberski describes the way the mind-body distinction has been viewed in terms of language,
noting that the problem itself has been defined as a distinction between physica and nonphysica things,
leaving debaters to wonder at how these two phenomena can be integrated. At one extreme of the
debate are those who see consciousness as purdly physical. Consciousnessis simply or merely our
own observation of aphysiologica processin the brain; therefore there is no nonphysical process that
needs to be explained. Debate over. At the other extreme in the debate are those who view

consciousness as the manifestation of anon-physca entity that can’t be reduced to any physica
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explanation. Attempts at such reduction rest on the assumption that the thing to be explained doesn’'t
exis. Debate pointless.

Describe the problem differently using different language, posits Kuberski, and a different
debate ensues. The mind-body debate rests on reductionist thinking anchored in a pedagogy that sees
the world as physica and yet isfrudtrated by everyone sinability to reduce consciousness to such terms.
Letting go of thisbasic pedagogy isdifficult. The problem itsdf is S0 etched into the language we use to
think about the problem, that we lack the cognitive tools to redefine the problem itsalf outside of this
framework. Kuberski describes many current cognitive scientists as waiting for more data. (p. 8) With
enough reductionist datain the future, they argue, the problem will eventudly be resolved. This
particular deferrd of the problem has along history.

Kuberski argues that our falure to understand consciousness is due to conceptual
misunderstanding of the problem; something that will never be resolved by waiting for more reductionist
data. He describes the current thinking as “akind of language-game” (p. 9) that not only can't be won,
but can never end. Instead, he suggests that the problem of consciousness be rethought in terms of
emergent properties that go far beyond the individua reductionist characteristics dready explored in
depth. Consciousnessis not merely the interworking of neurd synapses any more than evolutionary
biology is merely the interworking of random variationsin DNA molecules. Yes, reductionist science
has built up awealth of accurate and useful information needed to describe and explain both of these
complex systems. But the systems themsel ves are much more than the combination of their physica
parts.

The functions that are mogt interesting in both systems aren't physicd; they’ re emergent

properties that are only describable as complex and self-organized relationships. Kuberski points out
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that early scientific thinking about DNA was that it embedded the basis for construction of an organism.
Today, that knowledge is attributed more broadly to the entire cdlular system in which that DNA is
embedded. DNA iscriticd to life; but DNA aone can't produce life. Cdlular life emerges from the
complex relationships between every component of the cell, including DNA. Kuberski gpplies the same
logic to consciousness. Early cognitive scientists looked for consciousness in the neurons. Neurons are
essentid to consciousness, but they done can’'t make an individua conscious. Consciousness emerges
from the complex reaionships that are formed by billions of neuronsin the brain interacting using other
chemica and dectricd propertiesthat are also present among those complex interactions.
Consciousnessis an emergent property of those interactions that can't be reduced to any of its physica
components.

Such complex emergent systems — both evolution and consciousness — can't be explained in
reductionist terms. Complex systems past a certain threshold become unpredictable; but not unred.
Consciousnessis part of aphysicad system even though it can't be reduced to physica components.
Minds become conscious when they reach a certain threshold of complexity, and a breskdown in some
relaionship within that complexity can result in the loss of consciousness. This depth component, in
part, explores a suggested bass for the emergence of consciousness from such complexity. The
propertiesinvolved will be those of quantum mechanics, a physicd theory that itsdf often gets trapped
by itsinability to describe the physicd world of uncertainty usng the scientific language of reductionist
certainty. The scienceis clear; but as Kuberski describes, the language used to discuss such science
creates the impression that debate rages between two extremes. The way language itsdf can define

knowledge, and any debate about that knowledge, is akey theme in the rest of thisKAM.
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Lestienne, R. (2000). Chance, progress and complexity in biologica evolution. SubStance, 29(1). 39-
55.

Biologica evolution involves the development and exploration of pecies across environmenta
niches. Legtienne looks a the mathematics and system dynamics of complexity to neutraly describe
much of what isfound in the evolutionary record. He then exploresthe idea of progress - a non-neuitrd,
more normative concept — and the way many have described evolution as a progressive movement, as
though there were some god to al this progress.

Describing complexity in terms of change and dgorithms, Lestienne sees chance in systems that
can not be summarized. A system governed by chance is one that can not have an dgorithmic
expression shorter than asmple recitation of the actual components of the system. For example, the
only way to represent a systemn described by a dozen rolls of diceisto actudly roll dice adozen times.
Evolution is a chance system if the only way to evolve a particular peciesisto carry out the actua steps
and higory of evolution.

Complexity looks at the length of the minima agorithm capable of describing asysem. The
more complex system requires alonger agorithm to be described. Lestienne notes that these two
definitions together results in the maxim that systems are increasingly complex to the extent that they are
governed by chance; chance systems being only describable through complete recitation. However,
complexity in the mathematical senseis not Lestienne starget. He seeks to discuss complexity in
biology and evolution; a concept that must go beyond math.

The complexity that Lestienne seeksis the complexity of integrated hierarchy. Natura systems
(ating Atlan) condruct complexity by reducing their own internd redundancy, using the result to

increase complexity through new and interacting components. Since redundancy can be dgorithmicaly
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described using a Smple expansion, the resulting interaction necessarily requires alonger dgorithm — the
system is more complex. This reduction in disordered redundancy (e.g. entropy) must be paid for by
increasng entropy e sewhere (citing Prigogine); such increased complexity can only occur naturdly in
open sysems, in biologicd life.

Along with this reduction of entropy, Lestienne sees biologica complexity as arisng not just
from an increase in sructure and hierarchicd leves, but from the fact that the biologicd levels are not
completely autonomous. |f organs could function autonomoudy from the conditions of their tissue, or
the tissues perform independent of the cdlls from which they are congtructed, biologica systems would
be highly integrated structures, but one would not need the mathematica language of complexity to
describe them. In fact, evolution has driven the development of highly complex structuresthat are
congtantly battling thermodynamic forcesto remain in existence. The fact that particular species are
living while others are extinct is often a function of chance interacting with such complexity.

Legtienne next takes up the subject of progress; or directiondity to evolution. Darwin denied
any directiondity to the interplay of variation and selection. Variationsin genetic materids occurred by
chance. Selection could act on these chance variations, but could not direct them. Modern Lamarkians
view the relationship as more two-way; with selection providing a feedback loop that influences
subsequent variations. The conditions under which such selection occur can be described asa
framework within which variations occur; giving the entire system an gppearance of having purpose.
Thisideais summed up in the popularist notion that, somehow, humanity represents some kind of

pinnacle of evolutionary development; that we are somehow the top of the hegp — evolutiorarily

Spesking.
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To Legtienne, drawing heavily from Gould, such progressis an illusion enabled by our ability to
See patterns easly, and our innate desire to see oursalves as specid.  In fact, the history of life on earth
islargely the story of bacteria Bacteriawere the only life forms for dmost the first 2 billion years of
life's 3.5 hillion year higtory. Multi-celled life has only existed from about 580 million years. Humanity
for only tens of thousands of years. This sequence can be used to infer a certain development over that
higtory, with humeanity a the culminating end of thetrall.

However, even today, bacteria are dtill the dominant life form on earth. The actual mass of
bacteria on earth (some 2x10™ tons) is roughly one million times the combined mass of humanity on the
planet. There are more bacteriain our somachs than there are humans on earth. Humanity is not the
paradigm for life on earth, regardless of how we choose to view ourselves sociologically or
theologicdly. We re an anomaly, and perhaps atemporary one.

Largeintelligent animas are ararity in evolution. In fact, cataclysms have tended to diminate
many evolved large species on afairly regular basis. The extinction of the dinosaur a the end of the
Cretaceous Period is smply the most commonly known example of a common trend; “large Szeswere
amgor hindrance to surviva in catastrophic conditions.” (p. 47) In the long-run, larger species are
poor adaptations to the redlities and complexities of lifein our biogphere. After mgor cataclysmson
earth, surviving life continues to evolve on earth. Such evolution quickly fillsin ecologica niches emptied
by the cataclyams. If evolution were truly progressive, the replacements would be expected to function
much like the previous round of species. In fact, this doesn’t hagppen. If humanity were suddenly wiped
out, we would be replaced by evolution, but not with any life form likely to even resemble humanity.

The evolution of life reduces largdly to chance and complexity then. To the extent that thereis

an objective trend wherein life becomes increasingly complex, one can argue progress. But equating
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progress with growing complexity largely empties the concept of meaning for many of the proponents of
progressin evolution. Inthisway, Lestienne arguesthat if thereis progress, it is Smply the progress of
being “on the road to infinite complexity.” (p. 52)

He closes by gtating his opinion that it would be “paradoxical to affirm chance is the sole motor
of evolution, and then to apply the notion of progressto the latter.” (p. 54) Evolution isanonlinear
dynamic system driven by chance. Nonlinear dynamic sysems typicaly result in salf-organizing
complexity. Though we d like to attribute progress to our own devel opment, the concept is not

necessary for an adequate explanation of the evidence.

Nohara-LeClair, M. (2001). A direct assessment of the relation between shared knowledge and
communication in areferentid communication task. Language and Speech, 44(2). 217-236.

Nohara-LeClair (2001) exploresamodd of interpersond verba communication that looks a
the ways our perception and belief about each other’ s knowledge plays arole in the effectiveness of any
communication. Specificaly, she looks at how shared knowledge between two communicating
individuas increases as communication continues, and the ways in which our assumptions about the level
of shared knowledge between oursel ves and someone with whom we are communicating become more
accurate as we continue to communicate.

Thisexperimenta study is developed from the perspective that any level of communication
between two people is dependent, at least in part, on any mutualy shared understanding of the relevant
knowledge being sent as part of the communication. Aswe communicate with each other, we must
adways bein a postion to gauge how much shared knowledge we have in common with the individuas

with whom we are communicating.  We then design and formulate our messages within the context of
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that shared knowledge. Thisresultsin the ability to assess how much shared knowledge exists between
oursalves and others to be a key component of effective communication.

Communication is explored by Nohara-LeClar in terms of both presence and community.
With presence, communication is explored between collocated individuals, with participants going
through a* grounding process’ (citing Clark) that alows them to establish levels of shared knowledge.
Communication increases and becomes more efficient as the grounding process establishes levels of
shared meaning and knowledge within the communication. Their experiments noted the ways in which
communication was dtered when third-parties were added to Stuations in which the third person had
not gone through the grounding process aready experienced by each origind dyad. Conversations
needed to revert to their level of communication that was evident prior to grounding; generdly with more
words used to express concepts, and less efficiency resulting from the loss of a presumed shared
framework. After further grounding, such efficiencies were regained.

Nohara-LeClar’'s comments regarding community communication paraleed ther discussion of
present communication; offering findings that can be used in this KAM to explore communication anong
professonas, even those not collocated. Participation in a profession creates aform of extended
presence; aleved of conceptud grounding that dlows individuds who have identified themsdves as being
within the same professon to immediatdy gain some of the efficiencies of grounding. Specidized
vocabularies, and models of shared knowledge derived from the practice domain of the profession,
alow professonas to communicate in ways not available among laypersons to the professon. Adding
third-party laypeople to such communications results in Smilar degradation of efficiency as the benefits
of shared knowledge arelogt. Attempts to maintain the efficiency can result in alay person’s

perspective likely being that professonds are speaking in jargon meant to confuse or exclude them.



Core KAM 2 - Depth 23

Many of us have experienced such an effect when trying to goesk to agroup of doctors or lawyers or
other professonds.

The communicative mode offered by Nohara-LeClair is powerful because it explores arichness
that is much more complicated than smply looking at the knowledge of each person in a conversation
with some overlap of shared knowledge. Such asmplified view explains some basic communication,
but lacks the richness required to explore and understand conversations that we dl participate in
everyday that seem more complicated. An important finding of their experiment is that shared
knowledge is never better than an assumption by ether party; and that two parties are rardy likdy to
assume the same levd of shared knowledge. There will ways be levels of overestimated shared
knowledge, and underestimated shared knowledge, that affect the effectiveness of our communication
strategies that are based on those assumptions.

Nohara-LeClar’ sfinding that communication becomes more effective and efficient as shared
knowledge isincreased istypicaly associated with the increase of shared knowledge through the
reduction of shared ignorance about the topic under discussons. Her finding aso pointsto an
aggregation of the impacts caused by the improved accuracy of our assumptions regarding shared
knowledge aswell. The more accurate our assumptions about shared knowledge, the more
communication energy can be expended on reducing shared ignorance. Any of uswho have
experienced a protracted and exhaugting conversation that ultimately didn’t accomplish anything new
have experienced this affect.

These findings carry implications for the gpplication component of this KAM. The &bility of
individuas within a professon to communicate efficiently is dependent upon correct assumptions

regarding shared knowledge, as well as efficiency consderations associated with speciaized language
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that can only beredlized if those assumptions are generdly correct. Nohara-LeClar found thet the
expressons individuas used to communicate were largely afunction of the leve of shared knowledge
between the communicating individuals.  This has direct implications for the specidization of language

with any professon. The application component looks at these factors.

Pullum, G. K.; & Scholz, B. C. (2001). Morethan words. Nature, 413(6854). 367.

In this short exploratory essay, Pullum and Scholz (2001) look at severd characteristics of
human language that make it quite unique when compared with the communication patterns of primates,
and with computer languages generated by humans.  Ther primary postion isthat language is much
more than its lexicon.

What makes human language unique isits use of syntax and grammar to drive variation and
recombination of words into novel, unpredictable, and infinite variety. The explicit combinations of
words avalable in alanguage is countably infinite. Available syntax and grammars seem to increase that
number. But afactor that makes human language particularly infinite — uncountably infinitein fact — is
the way ambiguity can be introduced into words and phrases without losing overdl communication.
Even sentences with nonsense words in them can sill be meaningful languege.

Beyond differences in words, Pullum and Scholz see arole in the “maformations in syntax” (p.
367) in enriching language. The mistakes people make in their use of language, words, and grammar;
lead to new coinages, patterns, and usages that expand and become part of language. Natural
language; as languageis used, not asit isformadly described; is what makes human language unique. An
ability to unambiguoudy map words to world conditions can be seen (and trained) in many primates.

Such an ahility is not smply characterigtic of human language. Even our machines can be taught to use
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unambiguous words and grammars to produce forma language. Such formd languages, argue Pullum
and Scholz, are the basis for the various computer languages that have been created by computer
scientists over the years.

While human languages exhibit rigorous lexicons, and forma syntax againgt which any particular
combination of words from the lexicon can be described as correct or not; what redly makes our
language uniquely human is the ability to represent and process naturd ambiguity. This ability, easly
carried out by even the youngest child, can’'t be taught to other primates and can't be formdized into
computer code; even by the best supercomputers.

Computer languages and processing can be made impressively complex; complex enough to
convince lay people that language has been computerized. But these attempts are till, strictly spesking,
about fixed lexicons and rigorous application of formd rules. The fact that formd rules can be written to
smulate ambiguous language does't mean that computer scientists have mastered human language.
Quite the contrary, the harder such scientists have to work to smulate the next level of language

ambiguity, the more impressive human language cgpability truly becomes.

Rotman, B. (2000). Going pardld. SubStance, 29(1). 56-79.

Rotman (2000) looks at two modes - the serid where one thing follows another, and the
pardld where many occur together — and ties their gpparent dichotomy together in a discussion of
cognitive and cultural human development. Rotman explores the relationships between the serid and
pardle in cognition, culture, and modern digital computing; focusing particdarly on the dhift in

contemporary culture toward images and thought processes that are increasingly pardld, and
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decreasingly serid. The shift is so dramatic, to Rotman, that he goes so far asto suggest that we are
entering a period of “ posthumanity” (p. 59) in the way we think and communicate.

He rationdizes this position by exploring the reationship between the serid and pardld in
cognition and communication. He points out that each mode islargely define in relation to the other,
creating adudism that resolves itsdf in the pecific context in which communication occurs. Individud
thoughts and practices can be generdly described using either modd, but will be best described using
one or the other in any given context. The serid is seen in this context as discourse and the use of
language. The pardléd is seen as the use of images and pictures in which multiple stimuli and themes are
depicted smultaneoudy, relying on human cognition to sdlect and filter important details and meanings.
Language, or the serial, can be used to describe and depict the images and pictures. Pictures and
images can convey a sequentid story or theme. The serid can contain the pardld, and the parallel
contanthe serid.  The dominant Sde of the dudity will be determined by the context of the
communication.

Rotman describes what he sees as “the explosive growth of pardldists and visudigt thinking
within contemporary, technologicaly-based culture’ (p. 59) driven by “amassve and ongoing
goplication of serid-based digitization.” (p. 59) Modern computers, generdly apurely serid
technology, are typicaly used to creste images and pictures that convey information in parallel.

Modern computer scientists are working diligently to perfect pardld computing; the bresking up of
sequentid problems into chunks that can be processed by serid processors working in parale in order
to emerge from that paralel process with answersto the origind serid questions. Each modeis seen

within the other. Thisisthe dichotomy that Rotman describes as currently “going pardld.” (histitle)
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Rotman describes the explosion in pardld and haligtic thinking that is coming to dominate
modern human culture; a shift that has actudly been ongoing thought a history of biologicd evolution,
followed by culturd evolution, and culminating now in our technologicd evolution. From ord traditions,
to books, to radio, to televison, to video games, to virtud redlity; our culturd means of communication
has been shifting from the sexrid to the pardldl. The business conversation of earlier generations,
becomes the business memo of the recent past, and is most likely to be a PowerPoint presentation in the
current generation. The serid shifts toward the paradlel, where cognitive acts are required to extract
meaning from the richness of the pardle channds

This depth component will explore the concept of unitization in the development of language.
Unitization can be viewed, in Rotman’ sterms, asthe sexridization of multiple paralel concepts. New
words capture complex multi-threaded ideas and dlow them to be reused seridly. If so, human
cognitive evolution has been playing out the serid-parald dudity from the beginning; and Rotman is

amply nating its most recent manifestations in our technologica culture.

Stumpf, M. P. H. (2001). Language splacein nature. Trendsin Ecology and Evolution, 16(9).
475-476.

In this survey article, Stumpf (2001) describes a game-theoretica approach to understanding
human language in evolution, and the variables of selection that would have led to the development of a
universal grammar, digtinctive to human language and communication. Stumpf described the close links
between language devel opment and cognitive evolution to conclude that human language must be
explored and understood as a biologica phenomena, not smply a cultura characterigtic of humans. He

suggests that the study of language must concentrate on identifying modes of diversity in language
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(mutations) and mechanisms for understanding why certain changes take hold while others do not
(sdlection). Heisbadcdly proposing the sudy of the evolution of human language; not using evolution
as ametaphor, but as a scientific mode no different than that used to understand the lineage of Homo
sapiens from Austral opithecus aferensis through Homo habilus.

He explores such evolution by looking briefly at the development of lexica structures, syntax,
and grammar; with universa grammar as a gpecid case. Noting that many species of animds exhibit
rudimentary language capability, Stumpf observes that human language is the only language thet is
symbolic. Non-symbolic languages represent every instance of concrete thought or expresson asa
digtinctive sound (word). Abstract thoughts or expressions are absent. A non-symboalic languege is
possible to the extent that unique words can be invented for every thought to be expressed. Smith
(1999) emphasized that only a symbolic system can be used to convey an arbitrarily large number of
different messages. (p. 20) Von Bertdanffy (1981) echoed the need for the freedom to produce large
numbers of arbitrary messages, noting the evolutionary origins of symbolic systems for surviva sdection.
(p. 69)

Human language has evolved to be symbolic. Grammar iswhat we cdl the rulesthat dlow
different symbols to be combined into more involved utterances and combinations of ideas. The lexicon
of language is no longer limited by the number of words, but by the combination of such words available
under the rules of grammar. An underlying universa grammar provides aframework, a solution space,
within which language can vary while continuing to be seen as human language in form.

The universd grammar of nouns and verbs, for example, will have advantage in the language
game whenever the number of eventsto be represented exceeds the number of words available. The

symbolic language that uses such a universal feature will be able to represent the number of ideas
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denoted by the product of the number of nouns and the number of verbs, an extremey large number.  If
the universa grammar moded is expanded to include other generd forms of human expression (e.g.
nouns as subject or object in the same utterance; adjectives and adverbs as extended modifiers) then
the permutations avalable for human language become virtualy infinite even with very limited lexicons

Stumpf explores game theory as a mechanism for such study. Language fegtures have sdective
advantage to the extent that they promote the continued use of themselves across individuas and
generations. Asvariaion isencountered, didects and differences in language develop that themsdlves
have advantage proportiond to the ability of collocated individuas to understand and propagate the
varied language features.

Stumpf’sandysisis powerful because it clearly directs language research toward the rigorous
disciplines and models of evolutionary biology. Theat line of thinking provides the basis for the opening
chapters of this depth component. Human language isn't aculturd artifact layered onto our biologicaly
developed cognitive brains. It isan integra component of both our cognitive functioning, and our
biologicd structure. A human brain without language smply doesn't look like a human brain with
language; making human language abiologicd function amenable to evolutionary andyss. This depth

component undertakes an outline of such an analysis.

Turner, F. (2001). Transcending biologicd and socid reductionism. SubStance, 30(2). 220-235.

Scientific reductionism has expressed wonderful historical power and richness in explaining the
origins and conditions of human life and experience. Turner (2001) explores the contrast between such

reductionism shifting our knowledge of more and more human experience into genetics and neurology,
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and the discovery of emergent properties that violate that reductionism while engbling itsrichness to
unfold.

For Turner, higtoricaly reductionist thinking in both the biological and socid sciences has
explained a great deal and served humanswell. However, those very successes have brought such
thinking close to its own end in explaining the richness of the universe and our placeinit. Materidiam,
he argues “was smply the best guess, at one stage of the development of science” (p. 222) of what
would maximize understanding and extend knowledge. The materidist presumption and reductionist
epistemology empowered the sciences. Biology, chemistry, and physics, and the scientific method
generdly, were made possible by the assumption that reductionism would explain a materidist universe.
With such an assumption came the ability to posit conditions using a bottomup methodology that would
then be vdidated or invdidated through top-down reductionist inquiry. Because the universe was seen
asfixed, inquiry could take direction from discrete reductionit findings.

A weakness in this gpproach, according to Turner, was its expectation that the materia world
being explored was unchanging, or at least only changed according to fixed rules that could be
discovered and understood. In fact, the universe doesn't work that way; and twentieth century science
gtarted to discover the boundaries where such reductionist thinking would break down. The emergent
properties of complex and sdf-organizing systems can't be explained through reductionism. Turner
gpplauds the shift, noting that the reductionist science of a materidist universe was increasangly
gpecidizing in Sudying the very very smdl, or the very very large. Science in the twentieth century
shifted largely into the study of things that were outsde of the human scae. Areas of study at the human

scale were logt in the shuffle of presumed solidity and lack of interesting change.
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Principles of evolution and ecology, according to Turner, represent turning pointsin study of the
universe. “Evolution, for the firgt time in history, has given an intdligent account of how nove redlities
could comeinto being.” (p. 223) He views evolution as a universd freedom from lack of change, and a
breaking point for reductionist science because of the complexity and adaptiveness of the systems
involved. Science needs adaptive theories to describe this new universe. Chaos and complexity
theories, quantum mechanics, nonlinear dynamics dl provide a new language and perspective for
studying and understanding these emergence-oriented system changes. When Turner uses evolution as
aparadigm for anti-reductionist change, he doesn't limit himsdf to biologica change. He discusses
evolution as a driving mechanism of systemic change and improvement on many scades. Evolution drives
change in systems by experimenting and changing individuds.

Turner offerstime (citing Fraser) as an example of non-biologicd evolution that vastly predates
the find evolution of human time discussed in the breadth component. The earliest universe had no time.
The specid theory of rddivity tells us that photons moving at the speed of light experience no time; they
are atemporal. However, quantum mechanics aso tells us that through al space, including the space
occupied by the masdess photons, there will be clouds of subatomic particles coming into and going out
of exisence. These particles experience time, but not atime that yet exigsin the universe; they are
prototempora. We know they experience time because they must obey the uncertainty principle which
provides for amaximum time during which they can exist without violaing the laws of physics through
their exigence. By obeying the law, they remain absent from the universe; but such behavior
necessitates that they experience time, even if the universe does not yet share in that experience.

The exigence of such particles, even if only very briefly, invokes the Pauli excluson principle to

keep them apart for their brief lives, otherwise there would be no meaning to saying that the particles
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ever existed separately, even in principle. The necessary separation of two brief particles necessitates
the existence of space. “A non-gatid world, if everything thinkable within it isto remain logicaly
congstent, must generdly generate a oatid world.” (p. 225) A spatid universe, even if extremdy
smdl, will demand the existence of time in order to measure the durations required for photonsto travel
across space. Photons, themsalves timeless, result in a spatia universe in which time measures thair
passing.

This evolution of time happened during the earliest and smallest fraction of a second according
to our current reckoning; athough at the time there would have been no time scde againgt which to
assart that one unit of time were large or smdl.  From then, time evolved rdatively dowly, but
importantly through the growth of the universe. Thermodynamic principles demanded that time seem to
pass, even though generd reldivity tells us that spacetime smply is. System mechanics, particularly
biologica evolution, must observe this passage of time, and so we evolved with a sense of pagt, present,
and future. Verb tensesin human language are a direct outgrowth of thistempord evolution. By the
time that humans were trying to measure time in the ways introduced in the breadth component, time
itself had aready undergone an extendve evolution that began with the birth of our universe.

Turner’s other example of non-biologica evolution is evolution itself. Henotesthat it is
interesting that one of the earliest biologicd evolutionary scientists, Lamark, laid groundwork in the
principles of the inheritance of acquired characterigtics.  While such principlesfell toward disfavor in
explaining genetics, they have been resurrected as the principle modd of culturd and socid inheritance;
the dominant form of human evolution in the last 30-50 thousand years.  The shift from evolutionary
thinking from Darwin to Lamark - from genetics to memetics— isthe mgor thrust of this depth

component.
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Wang, X. (2002). Developing atrue sense of professond community: An important matter for PM
professondism. Project Management Journal, 33(1). 5-11.

A profession is often described in terms of its members sharing abody of knowledge and
standards of practice, acode of ethicsthat may involve certification or licensure, and a commitment to
ongoing and continuing education and development. Wang (2002) argues that beyond these basic and
mechanica characterigtics common to professons, a professon is mostly acommunity exhibiting its own
culture and patterns of behavior.

As opposed to smply ajob group, or even occupationd area, professond activities much more
directly impact the lives and sdlf-images of those who choose to participate in the professon. Wang
sees professond activity as centrd to the life interest of its practitioners. Professonds usudly see
themsdlves as what they practice; their professon being an end in itsdf rather than smply ameans
toward other ends. Asaresult, professonds will typicaly associate themsdaves with what they do
rather then who they do it for. They Il ook to othersin their profession as their reference group; gaining
more from professiond recognition than from any employer recognition. Lastly, Wang describesa
fading of the lines between work and non-work lives for professonds. If employment isn't sdf-
defining, then job can be something outside the self. But for professionals who are what they do, thereis
no life beyond work. Persond lives become enmeshed with professiona practice; and an increasingly
large portion of socid groups and interactions for the individua will be drawn from the profession.

Writing specificaly about project managers, Wang notes that the ambiguity of the role of a
project manager in our economy, and the large diverdity of individuas who carry out that rolein

organizations, serves as an impediment to project managers gaining satus as professonds. A large
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cadre of dedicated project managers strongly desire to be viewed as professondss, and yet often are
not because of the lack of clarity of exactly what such a profession would mean for those who do
project management, but don’t consider themsalves professional project managers. Wang proposes
that a specidized term be invented for the professona sub-cadre, but acknowledges that it is unlikely.
So, athough project management has a body of knowledge, codes of ethics and certifications,
and continuing education; it struggles to be viewed as aprofesson. Professons like medicine, law, and
architecture don't struggle in the same way. You can't be adoctor, lawyer, or architect in our economy
without entering the profession. Anyone can be a project manager; and so the ones who view what
they do as a profession remain bogged down by the practitioners for whom such practiceisjust ajob.
Thisissue will be directly relevant in the gpplication component precisely because software engineering

is another example of a professon in which professond statusisn’t abarrier to entry.

Wenger, E. C.; & Snyder, W. M. (2000). Communities of practice: The organizationd frontier.
Harvard Business Review, 78(1). 139-145.

The corporate world has seen significant growth and discussion of the role of teeamsin
promoting organizationa effectiveness. In this article, Wenger and Snyder (2000) explore this
phenomenon, and look beyond it, to describe communities of practice. These communities, usudly
sdf-organized groups of individuas sharing knowledge and expertise among each other, contribute to an
organization's knowledge. Wenger and Snyder write of these communities as managerstrying to
consder how and when forma organizations should promote such informal exchanges.

Wenger and Snyder describe these communities as contributing to problem solving, promoting

the sharing of best practices across an organization, and helping to develop professond skills across the
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community of practitioners. If well supported, such communities across an organization can even
support formd recruiting and skill retention objectives. What makes such groups particularly interesting
isthe contrast in their makeup and operation when compared to more traditiona work groups and
teams within organizations.

Communities of practice tend to exist exclusvely to promote and enhance the skills and
knowledge of their members. Participationistypicdly through sdlf-sdection; and continued
participation is usudly ameasure of the enthusiasm and career drive of each individud member. While
Wenger and Snyder suggest meansin their article for forma managers to promote and encourage such
behaviors, the means avalable are typicaly limited to providing a workplace infrastructure where such
groups and behaviors can emerge naturdly. Attempts to force the phenomenon smply result in
traditional committees and task force structures; even if named as communities.

These groups of informally organized people who share expertise, and interest, for their
combined purposes represent more than teams, and less than professons. This middle ground iswhy
Wenger and Snyder’ s descriptions are useful in this depth component.  Although they are addressing the
usefulness of communities of practice in management theory, their incluson here is because communities
of practice, as described by Wenger and Snyder, represent aform of proto-professon.  Asthis
KAM, particularly the gpplication component, explores the software engineering qudity professon, this

digtinction will be ussful.

Young, K.; & Saver, J. L. (2001). The neurology of narrative. SubSance, 30(1). 72-84.

The physiology of the human brain isintimately involved in our ability to think about the world

and its relationships to ourselves and our surroundings. Y oung and Saver explore the way, through
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narrative, individuastdl stories— asinternal menta interpretations of the world, and as spoken shared
myths and wanderings — about the world that integrate their knowledge, beliefs, fedlings, and reasonings,
al mentd acts with gpparent neurophysologica underpinnings.

The authors asociate narretive, or soryteling, with severd forms of memory that they associate
with advanced human cognition. Generic memory serves as a background of facts and experiences that
form afoundation for the more specific episodic memories that are tied to specific time and place. Out
of the combination of generic and episodic memory, Y oung and Saver describe autobiographica
memory emerging to tell the “sory of ongslife” (p. 74) Such memory telsthe story of sdf in ways
typicdly unavailable to the young child who is capable of generic and episodic memories but can't yet
weave a gory together to provide meaning to the events and experiences of life. More advanced
memories are experienced in words - “narrative-motivated words,” (p. 74) — and are integrated into an
individuals socid fabric and interactions.

Y oung and Saver go on to illugtrate the physologica underpinnings of such memories, and the
gorytelling enabled by them, using four dysfunctions seen in narrative abilities that are known to be
asociated with specific brain injury or trauma. The first two are both associated with damage in the
amygda ohippocampa system. In one, arrested narratives are a dinical manifestation in which the
narratives shared by an individud are accurate, but only up to the point at which the injury wasincurred.
Stories shared by such individuas are truthful, but only using facts and interests known or held by the
individua prior to injury. Such individuds are often described as “frozenintime.” (p. 76) lllugrating
the way such narratives are awindow on consciousness, individuas exhibiting arrested narratives are
also seen to keep the same interests and dispositions over extended periods of time, often decades. An

inability to weave new autobiographica memories appears to result in the actud experiences and
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thoughts that would have formed the basi's of those memories, for dl practica purposes, being lost as
well.

Another possble dlinicd manifetation of injury in the same system is unbounded narrative.
Such individuds are able to weave rich and complicated narratives of their autobiographica sdif,
athough they seem completely unconstrained by the accuracy or truthfulness of the facts and
experiences they use to weave such stories. These individuas are aways unaware of their disability,
amply filling in gapsin thar autobiographica memories with fictitious information and often mutudly
contradicting details. 'Y oung and Saver liken such narrative to the real-world equivaent of dreaming,
where the veracity of what isbeing said usualy remains unchallenged and so seems reasonable while
being experienced.

Damage to the orbitofrontal cortices can result in stories that are under-narrated. Where most
individuds are known to be congtantly andyzing possible scenarios and ways of expressing themsalves,
this dysfunction involves afallure to properly andyze and evauate narrdive choices. Under-narrators
aretypicdly unable to connect emotional and rationd thoughts. They adequately congtruct narratives
from autobiographica memory, but seem unable to invest emotional meaning to those narratives, and
consequently make inappropriate choices regarding their expresson.

Sufferers are seen to Smply express themsaves with the first verson of an idea to be generated
conscioudy. Little or no evduation is gpplied to memory usage. The first response available that seems
relevant to a Stuation is the one uttered, often with severdly negative socid consequences since the first
thoughts encountered in memory are often negative criticisms or sdf-serving interpretations of a
gtuation. Aswith the previous dysfunctions, Y oung and Saver illudirate that such dysfunction affects

more than just narrative ability. The disconnect between rationdity and emotion seemsto affect
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everyday reactions to the on-going surroundings. The presentation of desirable or repellant objects fails
to eicit an expected emotiond or physologica response, even asindividuds are cgpable of describing
the reasons such items should be desired or repdlled.

Thefourth narrative dysfunction described by Y oung and Saver involves damage to the
dorsolaterd fronta cortices. Individuals with such injury often lose the ahility to put together whet is
going on around them in the world in such away that any form of meaningful narrative emerges. These
denarrated individuas can't organize their experiencesin any meaningful way, dthough they are known
to experience the world' s sensory experience quite normaly. They don’t speak unless spoken to, and
will typicdly only move in response to strong physiologica needs.

Y oung and Saver use these narrative dysfunctions to illustrate the importance and role of
narrative in our cognitive and socia make-up. “Narrdive is the fundamenta mode of organizing human
experience” (p. 78) and the loss of narrative ability isaloss of sdf. “To desire narrative reflects akind
of fundamentd degire for life and sdf that finds its source in our neurologica make-up.” (p. 80) Y oung
and Saver use these dysfunctions to illustrate our mind’ s ability to decouple redity and narrative —
physica motor responses from envisoned behavior - in ways that can be dysfunctiond; but that can dso
be viewed as “ evolutionarily advantageous.” (p. 80) Such decoupling — the ability to explore different
response narratives to every real-life stuation might be the evolutionary origin of our ability to express

oursalvesin literature.
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Chapter 1
Introduction
Overview

Within the study of human development, the coevolution of cognition and language is particularly
important, both for the enduring biologica evolution of modern humanity and for the socidization
enabled by the cognitionlanguage cagpability unique to humans.

The breadth component of this KAM explored the basic mechanisms within which the
biologicd, cognitive, and socio-cultura aspects of human development played out, and the interactions
and interdependencies that can, and did, affect our development as a species. This depth component
will explore asubset of those interactions, specificdly the role that cognition played in the devel opment
of language, and the role language plays in enabling and defining socid groups. The gpplication
component will then review the software quaity engineering profession as a specific socid group under
that interacting model.

Depth Objectives

The depth component of this KAM further explores the principles of any role of language and
symbolism in the development of cognitive structures within individuas and socid groups.

Specific depth objectives are:

1. Explore and contrast the different theories of cognitive and language development with an
emphasis on impeacts on the formation of socid groups.

2. Evduate the extent to which various key dements of the framework developed in the breath

component can be used to map aspects of those theories to individuas and groups.
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3. Andyze and synthesize the resulting mapping to create amodd for anayzing and defining the
role of cognition and language in the formation and maturing of a professon in modern society.
Looking Ahead

The following chapter, Evolution and Cognition, looks a the evolution of human cognition,
beginning with the higtorica failure of reductionist scientific gpproaches to adequatdly explain
consciousness and cognition (as seen in the on-going prevaence of the mind-body problem inthe
philosophicd and new-age literature) and moving toward a quantum explanation that vievs mind asa
direct emergent property of the eectricad and chemica complexity of the brain. Chapter 3, Cognition
and Language, then looks a how the biologica evolution of increasing complex brain sructures has led
directly to the development of language capability; often using functions of the brain that have evolved
for very different purposes.  The way the brain has evolved makes |language both necessary and
inevitable,

As a negotiated medium, language enables socid structures and organization that would
otherwise be impossible. Chapter 4, Language and Socialization, explores this theme before Chapter
5, Socialization and Professional Groups, pulls together these threads into aworking modd that will

lead directly to the andlyss of the software quaity engineering profession in the application component.
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Chapter 2

Evolution and Cognition

Failure of Reductionism

The study of the biologica and sociologicd evolution of the human species explored in the
breadth component was based on an epistemology that focused on understanding the function, origin,
and interaction of an ever-growing list of components and subsystems. M cFadden (2001) observed
that the historica advances in chemistry and microscopy taking place as the story of evolution has
unfolded in the past 200 years has actudly driven the life sciences toward the reductionist epistemol ogy.
(p- 10)

As reductionism reduces the scale and scope of andyssto lower levels of detall, it reachesits
point of ultimate fallure. Reductionism in science can explain agrest many things, but it can not explain
what happened in the first few milliseconds of time to create the universe in which we find ourselves, and
it can not explain the on-going existence and recurrence of life. Reductionism can take apart any living
thing and explain how every piece works, right down to the biochemicad leve, but it never divulges any
mechanism that can be andyzed as an explanation of life. If reductionism can describe, but not explain,
life; then, in what way can the obvious existence of life be integrated into aworking hypothesis and
understanding of the universe that is otherwise highly explainable using such reductionist views?

Anthropic Alternatives

One answer involves the very obviousness of life' s exisence, both in us, and al around us.
Evolutionary theory has demonstrated that a broad array of accidents and experimentation has needed

to exigt in the biologica record in order to develop and specidize the array of speciesthat exists on our
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planet. Reductioniam in science has shown an amazing sengitivity to initia conditionsin everything from
the subatomic charge of the ectron to the advanced macroscopic balance of internal temperatures
associated with warm:blooded animas. Change the initid conditions just dightly, and evolution replays
with entirely different results. Could the universe as we know it have evolved without such extensve
life? Yesand no. The universe clearly could have evolved without life, but it hadn't.

Anthropic Principle

Our knowledge of the universe presupposes our own existence within it (echoing back to the
position of Descartes that was used to introduce the breadth component of this KAM). Breuer (1990)
discusses this perspective, generdly now identified as the Anthropic Principle. The universe must be
viewed as being condructed in away that enadles inteligent life to emerge in some form; not necessarily
as humanity, but in some type or form. Quite smply, if thiswere not so, we would not be here to
debateit. (p. 3) Breuer describes the two schools of thought that exist among anthropic studies today.
(p.- 8-9)

Firg, the Weak Anthropic Principle states that Smply because there are intelligent observersin
the universe, the universe must possess properties that permit the development of such observers. The
week version of the principle carries back to Descartes cogito ergo sum, observing theillogic of trying
to describe observersin a universe unable to develop and support such observers. Onitsface, the
wesk verson is undenigble.

Second, the Strong Anthropic Principle goes further, stating that the Structure of the universe
observed by stienceis essentidly fixed by the condition that a some point in its unfolding it will
inevitably produce intelligent observers. While the wesk verson can be used to a least imagine a

universe without observers, the strong verson denies the possibility. A universe without observers
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couldn’t exist. Such a nor+universe would be trapped in a quantum superposition (see below) smilar to
what current astrophysicists believe to have existed as the precursor to our inflationary Big Bang
universe. No observers, no collgpse of the universal wave function; and no universe.

Anthropic Research Pedagoqy

The purpose of thisKAM is not to debate the strengths and weaknesses of ether version of the
Anthropic Principle. What makes it meaningful here iswhat Breuer (1990) refersto asa“research
pedagogy” that can be developed using the Principle initstwo forms. (p. 38) As dtated above,
reductionist science can not explain everything it sets out to explore. Observations remain
uncategorized under existing moddls and theories. Theoretical constructs remain untested. Information
a the margins remains athorn in Sde of science.

Breuer suggests that the Anthropic Principle allows these margind and peripherd observations
and theories to be included in an expanded pedagogy thet relates information to one of three layers. 1)
the conventiond science layer where experiment and observation establishes facts, asin physics and
chemistry; 2) the weak anthropic layer, where science can't explain the observations, but variations of
the fact seem plausible without sacrificing the universal structure necessary for intelligent observersto
evolve, and 3) the strong anthropic layer, where the information can not be explained through science,
and any variation at al seemsto preciude the development of intelligent life. The god of scientific
research is to move information and knowledge from the strong, to the week, to the scientific layer.
Under this pedagogy, every piece of information has a place until science can move it toward the first
scientific layer.

Noteworthy in this pedagogical model, according to Breuer (p. 10), is the extent to which so

many observable properties of the world and universe actudly belong in the scientific layer. Showing
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the actud strength of reductionism, most characteritics of the universe can be explained using only a
few basc scientific laws and observable facts. However, it isthose very facts that today most chalenge
scientigts seeking a complete and unified theory of the universe. Many entries in the anthropic layers
revolve around the values of various constants in nature (e.g. Speed of light, charge of dectron, mass of
subatomic particles). Having vauesthat are well defined in the scientific layer, an explanation of why
these values are what they are, and their fundamental importance to the emergence of life, anchorsthem
in the anthropic layers of the modd. Within the last century, though, many of these facts have teetered
on the edge of shifting completdy into the scientific layer. Quantum mechanics offers hope that these
vaues will soon be explained by science asreadily as the laws of acceleration and force that Newton
moved out of the anthropic layers over 300 years ago.

Quantum Mechanics

McFadden (2001) offers quantum mechanics as an dternaive to areliance on anthropic
dterndives to explain the fallure of the reductionist gpproach to explaining life in the universe. (p. 101)
Quantum mechanics can accurately predict the motions of €ectrons and protons in deoxyribonuclec
acid (DNA) that initiate the mutations that drive evolution. In fact, McFadden describes life as the “only
macro-world quantum system,” (p. 220) because life is the only quantum system where the actud
effects of the measurements and interactions characteristic of quantum mechanics can be observed to be
at work.

DNA Replication & Mutation

Gendticsis driven by the accurate replication of DNA in live cells undergoing mitoss.
Evolution, as explored in the breadth component, is driven by the selective adaptation of the results of

mutations in the DNA gtructure that are then replicated in the mitoss process. Quantum mechanics
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offers an explanation for why such mutations occur, and how often they are seen to occur naturally.
DNA replicates by splitting down the middle of the helix structure and rebuilding two new structures by
matching the nucleic acidsin each split structure with the gppropriate second haf; reproducing the “ base
pars’ that made up the origind DNA molecule.

Quantum mechanicsindicates that at any given time, al aomic sructures are subject to dight
variability in their makeup. All aloms are seen to shimmer among a collection of possible quantum
dates. Typicdly, changes to the atomic Structures are unobservable in the macroscopic world because
quantum mechanics forbids detail knowledge of atomic structure and location Smultaneoudy (e.g. the
Hiesenberg Uncertainty Principle).

The base pairsin DNA are atomic structures subject to the quantum fluctuation effect. With the
number of DNA moleculesinvolved in aliving organism, and the frequency of DNA replication (e.g.
human DNA replicates about Sx times per hour throughout our lives), such quantum fluctuation can, and
will, inevitably have an effect. Electrons can quantum tunnd to different locations on each molecule. If
this happens to happen at the ingtant that mitoss is attempting to interpret the molecule to decide what
nucleic acid is required to make amatch during mitod's, the result can be that the wrong nucleic acid is
sdected. By thetimethe replication is complete, the origind molecule has returned to its normd date (it
isrequired to do so by the Uncertainty Principle or else the change could be observed in the
macroscopic world), and the base pair in the replicated DNA will appear to be wrong (e.g. Adenosine-
Guanine rather than Adenosine- Thymine, or Thymine-Cytosine rather than Cytosine- Guanine).

To the observer in the macroscopic world, the DNA has spontaneoudy mutated. Quantum
mechanics predicts that thiswill occur in gpproximately 1 in 10,000 base pair replications (.01%). By

itsdlf, this mutation rate would prevent the evolution of complex cdls and life; and so evolution has
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selected for cdls that include proofreading enzymes that identify and correct many of these incorrect
base pairs; bringing the effective natural mutation rate down to 1 in 1,000,000,000 replications. This
prediction based on quantum mechanicsis roughly the actuad mutation rate observed in nature. Findley,
McGlynn and Findley (1989) report the frequency of random mutations in nature to be between 107°
and 10°° in prokaryotes, and 107° and 10™* in eukaryotes.

McFadden (2001) notes that the “errors that escape the correction machinery are the source of
naturaly occurring mutations; and their source is quantum-mechanical.” (p. 66, author’s emphasis)
Quantum mechanics becomes “the fundamentd basisfor life’ (p. 66) and the *driving force of
evolution.” (p. 66)

Individud vs. Population Evolution

The observed mutation infrequency in DNA makesit difficult to discuss evolutionarily driven
changesin individuas, dthough the number of changes evident in each individud will ill be substantia
given the large number of genes and dleles found in the complex structure of any individud. Statisticaly
though, McGlynn and Findley (1989) suggest that the effects of evolution are best described at the leve
of populations, since that which is saigticaly unlikely in the individua becomes statistically expected in
the population. (p. 128)

M cFadden (2001) notes that many quantum systems gppear to make mgor legps before and
after relatively stable periods. (p. 72) This may offer quantum mechanica support for Gould and
Eldridge’ s (1993; and Gould, 1996) punctuated equilibrium modd of evolution introduced in the
breadth component; with natural selection working at a higher level of abstraction to select new species
from among available dternatives (i.e. the bush instead of the branch metaphor). Dawkins (1976)

denied the broader population evolution possibilities, remaining true to the core principle that evolution is
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driven by the mutation and selection of sngle genes within individua organisms. He describes species
selection as an emergent property of the interaction of individua mutations. Quantum mechanics
supports both views, emphasizing the predictability and certainty of the underlying mutation process.

Reductionist vs. Quantum Effects

Whichever view isfindly accepted, the redlity of Gould' s bush, or the emergence of Dawkins
species, the reductionist gpproach to understanding evolution is left with explaining the reasons behind
the punctuated patterns seen in evolution. In particular, how did some of the earliest evolutionary steps
get taken during the invention and development of life on earth?

McFadden (2001) explores the case of the adenosine monophosphate (AMP) molecule. (p.
75-78) Thisessentia biochemicd is created through a series of 13 independent biochemica reactions
that must each occur in the correct order, with none of the steps creating a byproduct considered useful
by biochemists. How did evolution, normally described as making smal incremental steps of progress,
manage to develop such a complex mechanism in asngle legp? It is cases like these that present the
greatest conceptua chalenges to evolutionary biologists when relying only on the traditiond reductionist
pedagogies. When quantum mechanicsisincluded in the discussion, the issue resolves itsdf.

Quantum Superpostion

Quantum mechanics predicts that dl mass-energy is congtantly undergoing quantum fluctuations
that dlow it to behave and interact in different ways and combinations depending upon the actud
combinations created during those fluctuations. The Uncertainty Principle forbids such quantum effects
from being observed, but places no upper limits on their complexity if left unobserved. Since the actions
under discussion are unobservable, there is nothing to prevent multiple possbilities from being explored;

even if those posshilities are mutudly incompetible or contradictory. The mass-energy can be said to
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be in a superpogtion of multiple possible states. Observing the system requires only one of those sates
to be observed, and so the quantum superposition state collapses to a single mass-energy atein the
macroscopic world. The observation discussed in quantum theory need not involve any conscious
being. Observation can include any interaction with other mass-energy systems that require the origina
system to be in aparticular Sate.

It is beyond the scope of this KAM to explore dl of the intricacies and influences of quantum
mechanics. However, superposition is needed here precisaly because it explains the emergence of
complex sructures in evolution without intervening Smpler steps. In the case of the AMP molecule
discussed by McFadden, the various atoms and molecules that make up AMP are congtantly in the
process of going in and out of various quantum states; there exists a superposition of sates for the
collective.

Bascaly, the permutations of biochemica combinations needed to make AMP in nature are
congtantly being *explored’ in the hidden quantum superposition sates of the involved mass-energy.  If
one or more of the intermediate products had a useful purpose in the environment in which they are
being explored, the process would collapse into a single macro- state as the invented molecule interacted
with its environment in some useful way. But because dl of the intermediate steps involve non-useful
products, the result is dlowed by the Uncertainty Principle to continue exploring its superposition states.
Finally, one of the explored superpositions would be AMP, and it would react to its environment. Such
areaction would be the observation that pulls the quantum state back to the macroscopic world. Inthe
macroworld, AMP appears suddenly as the result of 13 linear and dependent biochemica reactions.
What the reductionist gpproach couldn’t begin to explain is seen as anatura product of quantum

mechanica effects.
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Quantum Cdl-Life Sysem

While quantum effects can explain the punctuated nature of evolution, the more basic question
remans Wha sarted it dl? What originated life at dl from the inanimate chemistry of the universe?
Quantum mechanics offers the same explanation as that needed to evolve the AMP molecule: quantum
superposition. In the absence of life, quantum superpositions were relatively uncongtrained in the
complexities they could achieve without violaing the Uncertainty Principle. Asaresult, vast
permutations of atomic and molecular organization could have been occurring a any given time, each
building up vast chains of complexity that would make the evolution of AMP gppeer trivid. Billions of
molecular permutations could be explored by otherwise smdl and smple sets of chemicds. Eventudly,
and adherents of the Strong Anthropic Principle would say inevitably, one of the superposition states
would involve the ability to replicate. Such replication would be an observation; and so the
superposition of states would quickly collgpse to asingle macrolevd state of a sdf-replicating set of
molecules. McFadden observes that only such an event would be able to hdt the ongoing drift through
the quantum multiverse. (p. 268) Without some chain of involvement such as replication, mutationa
events would forever gay in the quantum ream. Life would be the result.

Once the quantum wave function has collgpsed, Darwinian natural selection takes over.
Quantum explorations leave no higtorical trace. The result of the wave collgpse appears, in our macro-
universe, to have been synthesized spontaneoudy. Life s critica dependence upon quantum effects
remains hidden from view. What makes living matter unique, when compared to inanimate métter, is
this ability to take advantage of quantum measurements in the quantum multiverse in order to direct
action explicitly inthe classcd universe.  Lifeis, therefore according to M cFadden, the only classcaly

observable quantum system.
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Consciousness & Cognition

The lagt issue to be addressed in this chapter before moving on to the specific language-
cognition discussion is the firgt issue that was raised in this chapter; namely, the falure of reductionism to
adequately explain core concepts in our self-image as a species. The human mind or consciousness has
plagued philosophy and science for thousands of years. Our ingbility to explain the differences and
amilarities between body and mind has been an area of on-going research and debate.

M cFadden reports on research that has been looking at the relationship of brain to mind, or
consciousness. (p. 286-290) Centrd to much of that research is the issue of voluntary action, or how
the brain can cause the body to perform specific voluntary actions that are obvioudy under the control
of the conscious mind. For example, if | choose to lift my finger it isavoluntary and conscious act. Or
isit?

Researchers who study such acts while monitoring brain activity have been finding interesting
results. Subjects are typicaly studied so that they can report their conscious thoughts and actions while
their detail voluntary actions are recorded and mapped to their self-report conscious observations.
Controlled sudies have found that voluntary actions, like lifting afinger, are reported by subjects as
being initiated roughly 200 milliseconds before any physicd simulusis present for the voluntary act.
This fits with the popular common sense notion that the conscious act must precede the voluntary
motion.

There is a problem with this interpretation, however. In these studies, researchers measure
actud brain activity independent of the self-reporting of conscious activity coming from the subjects.
These measurements show that there is specific neurd activity associated with the observed voluntary

acts some 400-500 milliseconds before any physicd reactions are observed. This meansthat the
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choice to act precedes the conscious choice by some 100-200 milliseconds. The voluntary initiation of
motion is asubconscious act. The free-will nature of the act, it turns out, is when the conscious mind
chooses not to stop the action.

Thisfinding is conastent with the belief that most anima's can carry out voluntary acts, even
though they are not attributed with having consciousness. It o hdps explain how so many voluntary
acts we carry out through atypica day can go completely unobserved by our conscious minds. Free
will, or choice, is an experience of the conscious mind interpreting and intervening in the actions of the
subconscious mind. In order to do this, the mind needs access to the entire brain’s current state. With
billions of neuronsfiring, how can this form of measurement be accounted for (the classc mind-body
problem rephrased)?

Penrose (1989) suggested that what we cdl the mind is actualy a quantum-mechanical sysem
a work. With the hillions of neurons that make up the brain each firing eectricaly on their own
timetable, there exists one large dectric field through the area of the brain. That dectric fidd is
describable as an eectromagnetic wave function subject to dl of the functions of quantum theory,
including superpogtion, when unobserved. The neurons in the system can fire in any systematic pattern,
and the wave function can experiment with multiple Smultaneous dternaives, unless a specific
observation of wave state is made in which case it must collgpse to asingle possibility. Perhaps,
researchers are now suggesting (McFadden, 2001; Penrose, 1989; Zohar, 1991), consciousnessis the
emergent property of the superposition wave function collapsing to a single macroworld possbility.

M cFadden (2001) suggests three properties that must hold for such an explanation to be viable:

a) the brain must generate an eectromagnetic fidd that encompasses a sgnificant portion of our
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neurons, b) our consciousness must be a product of that field, and c) the emergent consciousnessin the
fidld must be able to influence subsequent neurond firing.

The firgt condition — the presence of an eectromagnetic fidd - isreadily met; as evidenced by
the routine use of e ectroencephadogram (EEG) monitoring in hedth caretoday. The wave function
measured by these devicesis very stable, meaning that there are enough individud neurd firings being
measured that digtinct firings, or concentrations of firing, across the brain do not disturb the resulting
fidd.

This has implications, till to be worked out in the research, for the Sze of brains that might
exhibit consciousness in looking a the second condition. Too smdl abrain will have few enough
neurons contributing to the field that concentrated firings in localized areas of the brain could perturb the
fidd, resulting in aloss of fidd sability. If S0, consciousness could not emerge in smdl-brained species.
Likewise, the EEG shows that the strength of the electromagnetic fidld in the brain isvery wesk. This
would place an upper effective limit on the Sze of aconscious brain. Brainsthat are larger than
necessary would not result in more conscious power, because the inner neurons would not have the
strength needed to contribute to the overdl field. There would be diminishing returns as the brain grows
larger. Quantum mechanics may ultimately explan why hominid brains grew so large through evolution,
and yet do not seem to have grown larger since the introduction of the genus Homo. A conscious brain
is neither too big, nor too smdl, for a sngle quantum wave function to develop and persevere over the
life of theindividud.

An additiona implication of Sze on quantum effects would be that natural sdlection should favor
keeping important autonomous functions (e.g. take a breath, besat the heart, digest the food) within the

deep inner core of the brain. Evolutionary biologists have long noted the recapitulated order in which
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the earliest primitive brain functions are found in the oldest core tissues within the human brain. To say
that these functions evolved earliest in these core portions, and that latter functions evolved in the
expanding brain, is a descriptive statement. I offers no explanation asto why it should be s0. There
were certainly other distributed function scenarios available to natura section. A quantum-mechanica
view of consciousness helps explain the selective advantage of the core recapitulated brain; namely, that
the inner core of the larger human brain istoo deep within the tissue to be effected by changesin the
electromagnetic field taking place much closer to its surface. Asaresult, natura sdection hasfavored a
conscious being who can't choose to stop his or her own heart or regulate his or her internd
temperature.

Beyond brain Sze issues and the impact of Sze on quantum implications within the system, the
second condition — that consciousness be a property of the dectromagnetic fied in the brain —isdso
readily met; as evidenced by the routine use of magnetoencephal ography (MEG) measurements to
monitor the specific portions of the brain that are active during any particular conscious activity. The
correlation between specific neurd firings (in MEG measurements) and the strengths and locations of the
electromagnetic fidd in the brain (in EEG measurements) is indisputable.

M cFadden’ sthird condition — that consciousness must be able to influence subsequent neurona
finng—is il controversad and under investigation.  The voltagesinvolved in firing a neuron from a
complete rest state are sgnificant enough that there is no suggestion that consciousness could control the
firing of any angle neuron in the brain. More likdy, shiftsin the quantum field that conditute
consciousness could be subtle enough to just nudge neurons into firing thet are dready very closeto
their action potentids, or stop such neurons from firing by pulling enough energy to inhibit the effect. If

30, quantum-based consciousness could influence the firing of neurons that are dready in the process of
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participating in the various processes and feedback loops that aready exist throughout the brain at any
giventime. Returning to the above example, consciousness could stop one or more of the neurons from
firing that are necessary to lift the finger.

M cFadden observes that in order to know a speciesis conscious, that consciousness must be
able to communicate. (p. 308-310) Language is anecessity for cognition. Scientists who observe
individuas who have been deprived of language during development find these individuds lack more
than just language, they lack most of the advanced cognitive structures that we associate with being
human. Human cognition involves observation, categorization, and unitization of concepts and
observations drawn from stimuli. Language iswhat we cal the brain’s underlying cognitive structure
with which thisis done.

Nelson (1996) observes that every stage in the development in achild' s life — from early infancy
through adolescence — is associated with cognitive changes that are usudly made gpparent in improving
language capability. Y oung children acquire vocabulary and grammar, gaining narrative and didogic
abilities asthey age. Eventudly we develop the mechanisms of formd argument. Each of theseisan
outward linguigtic Sgn of internd cognitive function developing. (p. 86-87) He doesn't daim that
cognition istotaly dependent on language, but points to the relationship between the two as being very
powerful. (p. 87) “Language amplifies and advances thinking in directions it would otherwise not be
ableto go.” (p. 87)

Jackendoff (1996) outlines three waysin which language helps humansthink. Thefirg isthe
ample act of communicating with others. Such communication dramaticaly expands the range of data
and gpplications avallable for cognition. This communicative use of linguistics provides much of the

socid function of language, but only opens the door to its more important cognitive functions.
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The second way that language helps us think is through the creation of conceptud structures that
are avalablefor attention. Jackendoff compares hypothetical experience of humans to those of other
gpecies without language. Both can experience the world in Smilar ways, experience common sensory
gimuli and evoking smilar emotiond reactions. But only humans can pay atention to, and reflect on,
what is hgppening. Language clugters the neurd network necessary to tie together experiences using
information much broader than smple environmenta stimuli. Language provides the index to a complex
internal encyclopedia. We, therefore, experience the world very differently, and that experience affects
the development of our cognition and consciousness. (p. 195) Without language, there is no basis for
our being able to pay attention to what we are conscious of. (p. 197)

The third way Jackendoff describes language as helping cognition isin its ability to give definition
to conscious precepts. Humans are characteristicdly abstract thinkers, and yet we seldom redize that
most abstract concepts can only be defined linguidtically.  Jackendoff isn't talking about obscure
scientific abstractions at this point; athough he would likely include such concepts in this category (or
perhaps define a new fourth category of language impact). Rather, he discusses everyday congtructs,
such as expressing familiarity with something, discussing self-control, or learning that one had a
hallucination. (p. 204) These are al real-world experiences that can only be expressed linguisticaly.
Language enables abstraction; a halmark of human cognition and consciousness. This rdationship isthe

subject of the next chapter.
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Chapter 3
Cognition and Language

With the human brain made up of billions of neurons, understanding cognition requires offering
an explanation of how these billions of neurons can work together in an ordered fashion to creete the
thinking and consciousness that we view as cognition. Each individua neuron exhibits asgmoidd
activation pattern, meaning it crosses athreshold when it becomes active, but that it can’t exhibit
different gradations of active. To the neurons around it, a neuron is either on or off. Levelsof inhibition
or excitation that don't affect this on/off choice only occur within the neuron.

Even with this limitation thet they can only be on or off individudly, the neuronsin the human

brain can form some 107°%°0%©

neurd activation patterns. Thisis more than enough to account for the
monitoring and control of the millions of sensory gimuli avallable to the typica individud a any given
moment, and it can include an extensve long-term memory structure. But we don't experience millions
of gimuli; we see atree. We don't remember millions of sensations; we remember our birthday party.
How does the human brain, with its billions of neurons, sdect from among dl of the available patterns to
focus on what we come to believe are our thoughts and memories?

To make choices, the neurd patterns in the brain have to be able to compare excitation patterns
and select among dternatives. Simple comparisons are possible as long as patterns can encode OR
logic (i.e. either of two options) and AND logic (i.e. both of two options). These Smple comparison
logics can easly be built by connecting only afew sgmoida neurons. But to make choices from among

comparisons, the brain must be able to recognize and code XOR logic (i.e. exactly one of two options

and not the other; pronounced eXclusive OR).
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On-center, Off-surround

The brain accomplishes these logicd forms through the use of a particular neura anatomy that
provides for an effective interaction of neuronsin support of the required complexity: oncenter off-
surround anatomies.  Such anatomies are not unique to humans, having evolved firgt in early fish to help
solve certain locomotive and muscular chalenges.

The on-center off-surround anatomy takes advantage of the resonant character of the brain; its
nonlinear continuous feedback and feed-forward architecture that results from billions of neurons each
interacting with hundreds or thousands of other neurons. On alocal basis, the on-center off-surround
anaiomy conggts of aneuron firing and smultaneoudy inhibiting the firing of neurons around it in a series
of rings of neurons extending out three or four neurons from the center. The few neurons closest to the
center will be inhibited the mogt, with inhibition faling off with distance from the center. Conceptudly,
this means that a firing neuron will tend to be locaized within concentric rings of non-firing neurons. In
fact, whether or not these inhibited neurons are firing depends upon the totd pattern of interactions that
these neurons have with the hundreds or thousands of other neurons with which they interact.

The effect of this anatomy is that while an individua neuron exhibits only an on/off choice, the
collection of neuronsin an on-center off-surround complex can exhibit varying degrees of “on-ness;”
alowing the complex to participate in the more complicated X OR logic required of cognition.
Habituation

Another capability required for cognition to emerge from the labyrinth of billions of neuronsis
the ability to not just think about something, but dso to stop thinking about something (using think in the
neurd sense, not the conscious sense). Neurons accomplish this through an explicit feature of their

biochemistry known as habituation.
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A neuron firing isn't Imply a switch being turned on; it is the release of specific
neurotrangmitters thet exist in only finite quantity in each neurd syngpse. A neuron firing mugt inevitably
(and quickly) stop firing. Also, neurons firing repeatedly quickly find subsequent firing thresholds less
and less effective. Any inhibition role these neurons play in the on-center off-surround anatomy is
quickly turned off, enabling other local neuronsto fire if other conditions areright. Such firing esewhere
can inhibit the origind neuron from firing again.

Habituation guarantees that the patterns of neuronsfiring and being inhibited from firing are
congtantly changing; and on-center off-surround anatomy guarantees that such changes of pattern are
congtantly propagated throughout the brain.

The pattern of total neurd activity a any given moment — its resonance — is constantly changing
and affecting itsdf through nonlinear feedback and feed-forward mechanisms. In this way, the neurd
anatomy of the human brain is congtantly evaluating the 10”%°%° possible states that can be
represented within the neurd anatomy of the brain.

Expectancies

Such congtant evaluation of states would not necessarily result in cognition if it were Smply
random seeking. A third property of the brain needed for cognition, in addition to the on-center off-
surround anatomy and habituation, is the encoding and use of expectancies within those pattern Sates.
The brain patterns of individua neuronsfiring and being inhibited from firing & any given moment can be
viewed asthe brain’ s resonance; its tota state as an emergent property of dl of itsindividud sates.

States through which the brain passes that are cognitively useful — meaning that they feed back
on themsalves and reinforce other date patterns — gradualy become easer to manifest and initiate than

novel gate patterns. The firing of the brain is not random:-state seeking. It seeks prior states as though
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those states are expected to be seen again.  Given two possible next states, the neuroanatomy is
predisposed to pursue previoudy fired states. If such statesfit with sensory stimuli and other neura
feedback, the process smply continues with on-center off-surround habituation driving continuous Sate
changes. All of this happenstypicdly a the leve of the subcortica nervous system; we are not aware of
it.

But when the stimuli and feedback available to the brain don’t match the resonance as
expected, arebound occurs as the varying state differences feed back and feed forward in different, and
unexpected, excitation and inhibition patterns. New state and neurd interactions are suddenly used
beyond those that would normally be seen, and those new neurd interactions are strengthened to
become more preferred neural states, and learning occurs.

Loritz (1999) describes how a suddenly unexpected Situation causes the “harmonious
resonance to collgpse ... caus(ing) arebound making it possible for the cerebrum to accommodate new
information.” (p. 88) All of this happensin the microscopic world of neurons, but can be seeninthe
human world whenever a pianist makes asmal misake while otherwise playing mindlesdy, agymnast
subtly misses astep, or alesson in aclassroom suddenly ‘clicks for achild.

The sensory, or mentd, world failing to meet expectations— as encoded in the brain’s current
state patterns — drives learning; whether that learning is being attempted conscioudy or as Smply the
human individud’ s norma growth and interaction with their environment. Neonates are constantly
learning because everything about their environment is contrary to their expectations. We stop learning
— typicaly as adults - when the variations we experience are less severe than the naturd ambiguities that

our brains have encoded in our neura patterns.
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For real-world book learning, we retain an ability to learn throughout life because the content
of what isbeing learned is forever nove and unexpected. But for interndly evolved systems, particularly
those that resolve ambiguities and draw distinctions among incoming stimuli, expectancies and rebound
can be predicted to eventualy place limitson learning. The very neurd sysemsthat have evolved to
resolve differences among stimuli eventudly treat the novel as Smply an expected variation among
otherwise expected stimuli.

Thiswill have mgor impact in language when the notion of critical period israised asa
limitation to individuds learning new or second languages after acartain agein youth. Similar critica
period research has been done on vision. Both language and vison are, neurdly, largely about detecting
sgnds among millions of Smultaneoudy incoming stimuli and assigning meaning to those detected
ggnds Agan, we don't see light, we see the tree. We don't hear sound, we hear words. What we
see and hear, and our ability to see and hear new things, will be contingent upon what our brains expect
to see and hear.

On-center off-surround neura anatomy, coupled with the continuous state change brought
about by habituation, provides the neurd architecture for the brain to implement the XOR processing
needed for core cognitive processes. This anatomy guarantees that the brain will not fixate on asngle
pattern, and that choices will be available among different simuli. The emergent functions of such
choices include noise suppression, contrast enhancement, edge detection, pattern invariance, and other
decison/sdection processes from which cognitive functions are built. The mechanisms of expectancies

and rebound learning provide for the brain to be abdle to do something with those cognitive functions.
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Lanquage

The specific cognitive function being explored in this KAM islanguage. The XOR architecture
of on-center off-surround anatomy coupled with habituation enables the neura capabilities needed to
have language. It enables contrasts to be enhanced so that distinct sounds can be deciphered from
among the thousands of auditory stimuli being received by the brain a virtualy any given moment.

An example of such contrast enhancement is the late night dripping faucet in an otherwise quiet
and deepy house. Under normd daytime conditions the brain would ignore such a sound as
meaningless background noise. But in the contrast of the quiet night, the brain sngles out the sound and
amplifiesit, further exacerbating the contrast, causing further contrast enhancement. The dripping
doesn't actudly get any louder, but to the light deeper contrast enhancement will result in a perceived
cacophony.

In the anatomy of on-center off-surround, the band-limited noise excites particular neurd
paiternsin the neurd sysemsinvolved in hearing. The neurons around these are inhibited by the firing of
the centrd neurons. With no other sounds present, there aren’t other neurons in the system firing and
thereby inhibiting the neuronsinvolved in hearing the drip. The absence of such laterd inhibition causes
the system to feedback on itsdf and over-concentrate on the one sound available for detection.

The opposite of auditory contrast enhancement is auditory noise suppression, or white noise.
The exact same neura connections, when presented with a collection of smilar sounds without apparent
edges in contrast, will hear the sounds, but will emphasize the off- surround inhibition; causing the neurd
patterns to suppress each other so that no sound emerges as an enhanceable contrast. The neura
patterns represent the sound heard, but don’t propagate a consstently strong excitation pattern to

overcome the locd off-surround inhibition. \We hear, but don’t know we hear.
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The brain’s ability to suppress what it doesn’t need to hear and to detect edges and enhance
contrasts in what is left is critica to the brain’s ability to detect distinct wordsin language. Loritz (1999)
describes this ability as* being near the essence of cognition.” (p. 109)

To understand whét the brain is doing when it hears language, it isimportant to not think of
language as a series of digointed words. The brain doesn't hear that way. Instead, humans hear
language (neurdly, not perceptualy) as a streaming continuous sound being congtantly monitored by the
brain. Thisrequiresthat the so-caled silence between words and other sounds be thought of as part of
the sound stream.  In fact, the brain places a particular importance on the hearing of such slences.

Vocd Onst Time

The human brain hears silence as sound, and places a premium on the edges and contrasts
created by such slences. The detection of each Slence isimportant to each individud ligtener. Known
asthe vocd onsat time (VOT), theinterva of slence before theinitiation of new soundsis rdatively
fixed among individudsin alanguage group. Different soundswill be perceived differently depending
upon the length of the silence before and after the sound, and the ratio of that duration to the VOT of
the individua language.

The presence of such slences intergpersed throughout vocal communication it surprising
when one considers the neura signal's and muscular responses necessary to create voca sounds.
Neurd transmisson and muscle reaction take finite, if smdl, amounts of time. Between any two
muscular adjustments there will inevitably be short periods of no sound formation. These subtle gaps
amply happen too quickly to be perceivable conscioudy by elther speskers or listeners; but it is
precisely these gaps that creste the contrastable edges necessary for human brains to detect and amplify

spoken language over other sounds available in the environment.
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Most human languages break sounds into two phonemic categories— voiced or unvoiced —
based on whether or not they are contrasted againgt silences with durations less or greater thet the
language typica VOT. Thetypicd VOT in English isaround 25 milliseconds. (Note that conscious
thought in humans requires around 300 ms. of neurd activity, so VOT digtinctions discussed here are far
below the threshold of conscious awareness.) Sounds will be perceived differently based on where they
fal againg their VOT perception. Certain sounds are interesting precisaly because they depend on
timing digtinctions that are actudly very close to the VOT boundary (e.g. in English, the d can be heard
asat if quickly pronounced; asin learned being percelved aslearnt.) (Loritz, 1999, p. 112)

Between two human languages with smilar VOT (eg. English and Chinese), individuas may not
understand each other but will recognize dl of the sounds being made. Between two languages with
dissmilar VOTs (eg. English and Spanish) there will be sound digtinctions each makes that will Smply
be unheard by the other. Becausethe VOT of Spanishis nearly 0 ms., Spanish hearers will not
differentiate anong sounds in English thet rely on the 25 ms. VOT boundary for recognizing differences.
For example, Spanish hearers will pronounce the English words shit and sheet the same, to the
embarrassment of seekers of paper. It s not that their ears can't detect the difference, it' sthat their
neurd systems don’t choose to differentiate and enhance the difference. The two distinct soundsto an
English hearer are Smply perceived as two variations on the same sound by the Spanish hearer. Riney
and Takagi (1999) found a significant correlation between VOT and measures of speaker foreign
accents, indicating that a speaker’ s ahility to learn a new language with or without an accent may be tied
gpecificaly to differencesin VOT rates.

Certain other human languages differentiate three different phonetic categories, with two VOT

boundaries. Tha and Bengali, for example, have two VOT boundaries; one near 0 ms. and another at



Core KAM 2 - Depth 64

aound 25 ms. The brains of these hearers can smply differentiate more meaningful and distinct sounds
than hearers of other languages. The speakers of these languages will be using sounds that English
gpeakers don't recognize as part of language.

Language Cognition

Loritz (1999) observed that such VOT digtinctionsin hearing probably developed quite early in
vertebrate evolution. The basic mechanisms are subcerebrad and rely on smple dipole (e.g. AND/OR
logic) mechanismsthat exist in awide range of contemporary vertebrate species. He suggests that the
ability to differentiate narrowband periodic sounds (e.g. rustling leaves) from wideband aperiodic
sounds (e.g. twig snapping as predator steps on it) would have offered sdective advantage to any early
species evolved enough to have the necessary dipole neura connections for drawing the digtinction. (p.
114)

With the evolution of the polypole (e.g. AND/OR/XOR) on-center off-surround anatomy, the
cognitive capabilities of contrast enhancement and expectancy would have further developed auditory
andyssin ways tha would enhance the ability to use language. One cognitive requirement of language
isthat a hearer be able to hear dramaticdly different sounds coming from multiple individuds and
recognize them as the samewords. As modern humans processing such a capability, we tend to take
such auditory analyds activities completely for granted.

In fact, the on-center off-surround anatomy has evolved such capability quite naturdly. The
neurd complexesinvolved in hearing language naturdly enhance dl of the contrasts built into language
by the naturaly occurring VOT. The wave patterns of every word (speaking of waves only
metaphoricdly), while dramaticdly different for multiple speskers, seem very much the same when

contrast enhanced. Exaggerated peeks and valleys ook very much the same after contrast
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enhancement; forming an idedlized phoneme that establishes a cognitive expectancy. Aslanguageis
heard, the brain constantly contrast-enhances the individua sounds, resulting in matches against
expectancy even though each individua spesker sounds different from every other.

This ability to deform incoming stimuli to match expectancy paiternsis a centrd feeture of
evolved cognition enabled by the on-center off-surround anatomy. It supports not just language; but
aso vison, by filling in detalls of images, and memoary, by connecting facts in long-term memory into
conscious threads. Each successfully interpreted sgnd further strengthens the expectancies on which it
isbased. Taken to the extreme, we can accidentally hear what hasn't been said, see details that aren't
there, and remember things that haven't hgppened. With the exception of circumstances involving
mentd illness, such migtakes are trivid compared to the millions of such cognitive conclusions derived
from this neurd architecture by every individud every day.

Bilingudiam illustrates the complexity and interaction of language expectancies and memory
expectancies. The relationship is complicated by the fact that expectancies are partly afunction of the
gimuli present and the context of the stimuli. A baanced hilingua can switch between contexts,
meaning that afull new set of expectancies can take hold cognitively, in centiseconds. Thisistoo fast
for conscious reaction, but much dower than the differencesin VOT that often sgnd the change of
context.

There are many such interactions between language cognition and memory that are created by
the on-center off-surround anatomy. In particular, Loritz (1999) described a memory implication,
cdled bowed serial learning, that affects the neuroanatomy required to remember any serid string (e.g.
list of number or letters, collection of sequenced sounds). Because of the laterd inhibition thet is

characteridtic of each neurd interaction, itemsin aserid list will be inhibited by each other more or less
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depending upon wherethey areintheligt. Items a either end of the list are inhibited by nearer items
toward the center, whileitemsin the center are inhibited from both Sdes. Asareault, items mid-lig
receive the maximum inhibition, often resulting in enough inhibition to prevent the entire neurad complex
from firing; thus preventing the serid list from taking form in cognition.

The mogt sgnificant impact of the oncenter off-surround anatomy is encountered in this
gtuaion. Since inhibition tends to extend only three or four neurons from the center, it means that the
maximum inhibition will be achieved about two or three neurons from either end of aserid lig. Asa
result, the on-center off-surround anatomy has trouble building ligs involving more than four (plus or
minus two) interactions. Longer serid lists smply exceed the physicd capacity of neurd
interconnectivity as advanced brains have evolved.

The compensating mechanism in cognitive evolution is unitization. The brain is able to chunk
amd| serid ligstogether by creating higher-order lists, the components of which are chunksthat are
themsaves serid ligts. In thisway, the oncenter off-surround anatomy can track alist of Sixteen items
asfive different serid items, thefifth of whichisalist of the first four unitized serid ligs. No snglelist
exceeds the neuroanatomica limits, and yet ligts of arbitrary length and complexity can be built. Thisis
how we remember telephone numbers (i.e. 111-222-3333), socia security numbers (i.e. 111-22-
3333), and the aphabet (e.g. ABCD-EFG-HIXK -LMNOP-QRS-TUV-WXY2).

Unitization and Perseveration

What is mogt fascinating from alanguage standpoint is that the exact same neurcanatomical
configuration will explain the emergence of phonemes, syllables, words, phrases, sentences, and
conversations. This trangition from a discussion of the on-center off-surround anatomy and its

implications for neura processing of any serid list to more complex cognitive functions thet are
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dependent on such ligts requires this mechaniam of unitization as well as an additiona mechaniam;
perseveration.

Unitization is the chunking of memory based on the physical limits of the neurd interconnections.
Since the bowed serid learning curves implemented by the on-center off-surround anatomy limitsthe
trangent memory span to roughly four items, the brain must chunk eements of memory into units no
larger than this.

In thisway, unitization provides for the needed neurd structures for human language; as the
sentence unitizes (typicaly N<4) multiple phrases, which unitize words, which unitize syllables, which
unitize beats, which unitize sounds, which unitize the combinations of muscular actions needed to make
those sounds. With these unitized levds, arbitrarily long sentences can be uttered in series without
violaing the limitations of the brain’s on-center off- surround anatomy.

Unitization alone can't account for the serid action of such cognitive structures, though. As
described above, the strongest link in the series of neuronsisthe first one because it recaives the least
laterd inhibition when compared to the other neuronsin the series. Why, then, doesn't the brain smply
get hung up repesting the firgt dement in the list? It does. In language, we see this effect as a stuttering,
and we congder it adysfunction. With the inhibition of subsequent sounds in the serid list, why don't
we dl congantly stutter?

The answer is neurd perseveration, whereby the activation of each neuron inhibitsitsdf, thus
reducing the inhibition of the next neuron in the serid ligt, increesing its reldive srength inthe list. Thus
the second item follows the first which is followed by the third, as the inhibition pattern propagates down

the serid ligt.
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Cognitive Rhythm

A neurd ability to Sore, retrieve, and process a serid ligt of arbitrary length <till does't provide
asufficient neurd architecture to support language. It does not provide for a controlled pace. Neurd
firing of the necessary unitized sounds in the 300-500 millisecondsit would take to spesk a complex
sentence doesn't result in language because the process is Smply too fast. Serid neurd connections that
measure action in afew milliseconds must be adapted somehow to result in serid behaviors of
consderably longer duration; even if ill in only tenths of a second.

The problem is one of converting an act that, on the surface, can be viewed asasnglesmple
act and instead viewing it as an action gtart, an action duration, and an action stop. A smple brain can
take these three actions, but only a more complex brain can control and coordinate these actions.

In evolution, the problem was initidly solved by the earliest vertebrate fish. We commonly think
of afish as svimming through the water by moving itstal back and forth; asingle smple action. The
sdlective advantage brought about by the increased locomotion surely would have selected for the trait;
but how did thefish doit? If the cerebra motor commands in these early fish had said to curl thetall to
the sde, that done wouldn't have resulted in improved locomotion. Indeed, some higher function
needed to recognize that the tail was dready turned far enough that the tail could be told to stop turning;
subsequently being told to turn the other way. It wasn't the movement that was nove a thispoint in
evolution. It was the controlled stopping of a motor command that was novel. A new higher order
cognitive tool — the cerebelum — was evolving to monitor and control motor commands. The earliest
vertebrate brains evolved a cerebellum in order to create rhythmic movement. (Loritz, 1999)

With the introduction of rhythmic structures, neurd serid units could now be produced as sevid

behaviora units because each unitized action could be extended from the single action (e.g. thought) to
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the time-extended behavior (e.g. start-duration-stop). The sentence that could be represented
cognitively in milliseconds could now be ddlivered over the longer fractions of a second or seconds
required for language. Each distinct sound now is produced by amotor command to start the sound
and a separate motor command to stop the sound. Because neura action is required for the next sound
start motor command to be generated, a delay inevitably results between sounds. Thisdday isthe
voca onset time (VOT) described above.

Language is dependent on the synchronization of these motor commands with the necessary
cerebellum contralling commands. The higher cerebelum commands actudly fine-tune the motor
actionsthat are producing the sounds that are typicd of language production.

Neurd structures operate in an on-center off-surround anatomy, creating the necessary
unitization to build longer and longer serid lists through hierarchies of unitsinvolving roughly four neurons
each. Perseveration creates awave gradient that propagates down the serid list during production, and
rhythmic gart-stop commands between motor control and higher cerebellum functions dlow these
cognitive neurd gructures to be performed as serid behaviors. The timing rhythm and the diding
gradient will be critica cognitive functions in many of the higher-order cognitive capabilities, particularly
as language advances and becomes more complicated.

Lanquace Rhythm

Language emerges from these devel opments as the production of serid unitized chunks of
concepts that are produced as meaningful sounds (or other motor commands, asin Sgn language).
Language is the rhythmic production of consonant-vowe phone sets that have been unitized into
gyllables, feet (i.e. upbeat, downbest), words, and phrases. These units are produced in the correct

order because perseveration drives an inhibition gradient that drives the productive behavior down the
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serid gradient. The start-stop rhythm is so important to language production that Loritz (1999) suggests
that we shouldn’t be surprised that dl of the living species that seem to exhibit some language or
protolanguage capability are dl bi-pedd. (p. 139) The rhythm of language production is closely tied to
the rhythmic neurd functionsin the evolved cerebellar brain.

Universal Order

The cognitive gtructuresinvolved in the rhythm and gradient-driven serid behavior continuesto
be observed in higher leve cognitive functions that are involved in complex language. Lehmann (1978)
dudied the various serid permutations in which the brain can assemble subject, verb, and object to form
sentences in any language.

While there are Six possible permutations of the construct series, the subject-verb-object
(SVO) dructure gppears more often (asin English), with the subject- object-verb (SOV) being the next
most common (asin Japanese). (p. 269) His explanation for such an observation is based on theidea
that the sentence is abowed serid list usng the on-center off-surround anatomy, and that the list is
usudly headed by the topic of the sentence, or the causa expresson againgt which the sentenceisa
response. Thetopic will be subject to the least laterd inhibition, resulting in atrend (not without
exceptions) to produce the gradient-driven subject first. (p. 22-24) He strengthens his observation by
noting the rarity of subject-fina (OVS or VOS) languages. (p. 269)

Sndar-de Zwart (1973) andyzed languages that were based on structures other than SVO and
SOV and found that even in languages where any permutation is permissible, the SVO or SOV
gructure were dmost universdly preferred for resolving ambiguity. (p. 14-15)

Also noting astrong, dmost universd, preference for SV O structure, Bickerton (1981) pursued

the serid list gradient model to analyze cognitive reasons for such preferences. He noted that even
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ample serid topic gradientsin the earliest protolanguages would have quickly exceeded the cognitive
and productive capecity of the evolving brain.

The serid ligts that could be built usng early protolanguage cognitive constructs would have
been smple compared to the more complex thoughts preferred for selective advantage in evolution.
Biologicaly-based sounds would inevitably evolve to cognitively-based words as longer and more
complex cognitive lists developed. Whole new cognitive domains would have developed as unitization
connected ever-longer conceptud listsin cognition. (p. 290)

Bickerton chose not to study smple SVO or SOV constructs, but to instead look at the longer
serid ligt chains that would have been needed to capture increasingly complex thought streams.
Through thisanalys's, he studied the ever-growing noun-verb-noun-verb-noun (NVNVN) serid lists
where the concept of subject and object become contextualy based — determined by where the on+
going noun-verb chain is broken. The topic gradient caused the subject to appear first, and how the
longer list was divided (on average) determined the typicd verb-object order. The bowed sevid list,
therefore, would predict SVO and SOV as the most common structures in language; without forbidding
the other permutations. (p. 292)

Bickerton aso looked at the conceptua impact of such lengthening serid ligts as being driven
down topical gradients based on congtantly fluctuating inhibition patterns. As lists extend, nouns would
inevitably refer back to earlier nounsin thelist. Developing pronouns for such references would
economize the neura connections required to reference concepts, a pronoun requiring asmpler set of
neura connections because it only needs to refer to the concept of the origina noun. Likewise, the

topic gradient would remain more stable if some of the verbs in the gradient could be subordinated to
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othersinthelig. The shift of some of the verbs toward being adverbs would further economize the
neura connections needed to maintain the serid list and drive the necessary production gradients.

Bickerton's analyss of evolutionary drivers for early biologicdly-based protolanguage toward
more evolved and complex human languages based on advanced cognition does a very good job of
mapping to actua observed functions and frequencies of characteristics in the world’ s modern human
languages. This certainly doesn't prove that the on-center off-surround anatomy, gradient-based,
bowed serid list is needed for language, but it offers very strong support.

Loritz (1999) took this analyss beyond the neurolinguistic serid ligt gradient to see if smilar
characterigics came into play at the level of full sentences (the linguitic view) or the conversation (the
sociolinguistic view). He notes that the communicative structures usualy maintain the primacy of thar
topic in the gradient. Old information tends to come before new information in conversation. Thisis
congstent with the topic being the most activated, least inhibited, subnetwork in the neocortex just as
the subject tends to activate dl of the topicsin phrase-levd gradients. He suggests that there might be a
selective advantage in evolution for language and cognition to evolve to get this most important or
pressing information out fird. (p. 158-160) Thusthe vaue of language in cognition is the expanded
socid congtructs that are enabled by the communication capability; the socid subject of whichis

addressed in the next chapter.



Core KAM 2 - Depth 73

Chapter 4
Evolution and Language

Evolution Reframed

The evolution discussed thus far in this KAM has been the evolution of biologica organisms.
Dawkins (1976) framed the discussion of evolution around, not the good of the species nor even the
individud, but of the individud gene. He described the predominant qudity of the successful gene as
“ruthless sdlfishness.” (p. 2) Dawkins andyzed evolutionary mechanisms broadly, looking for aspects
that could be recognized as independent of biology. He would later go on to gpply this generdized
mode to idess.

Centrad to Dawkins analysis was the concept of areplicator. Replicators are able to make
copies of themsdves, and akey aspect of such copying isthat there be imperfection. A replicator that
aways copies itsdf perfectly can never change, even for the better. No replicator actudly wantsto
evolve, it Imply goes through the process of its own imperfect copying and the competition for the
resources necessary to survive and continue replicating in the environment.  Also, speed of replication is
important. Too fast areplication process over-consumes the environment; and too dow areplication
processis Smply overwhelmed by competitors. Successful replicators, then, must have sufficient
longevity, adequate speed, and just less-than-perfect copying fiddity. (p. 17-19).

In biology, the replicator isthe gene. Genes are responsible for their own surviva and
replication. They survive to the extent that they continue to invent bodies and species in which they can
thrive in the environments in which they find themsdves. Naturd sdection Smply describes how some
genes end up more successful than others. The geneisa*”surviva maching’ (p. 21) that a some point

in the distant past invented the cdll to protect itsdf and assst in its replicating process. Even the
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invention of sexud reproduction was ultimately invented by genes as anew way of mixing and improving
their surviva possihbilities. (p. 26)

Dawkins focus was on the dlele; any portion of achromosome that could potentidly last for
generaions and serve as the unit of natura sdection. Thisfocus on portions of chromosomes, rather
than smply entire DNA strands, served two purposes in Dawkin’sthinking: 1) it allowed the changesin
genetic materia caused through successful sexua pairings of individuds to not be viewed as disruptive
of gene longevity, and 2) it recognized that the shorter the unit of DNA, the longer the survivd
possihilities, because of reduced probabilities of error and mutation during replication. In thisway,
individua genes can be seen as existing over extremdy long periods of time. Most of the dleles of
modern humans exactly match dlees found in awide array of species throughout our biosphere. Very
few genes are truly unique to our modern evolution. They continudly replicate, often recombining in
new patterns, sometimes changing dightly through mutation.

Any genethat actsin such away asto increase its own survivd in the gene pool at the expense
of otherswill tend to survive. Dawkins sees genes as selfish, dways willing to increase their own
survivability at the expense of other genes. This doesn't imply any kind of on-going bettle among genes
inthe gene pool. Support and cooperation can be an important surviva drategy. The surviva
drategies employed by genes must take into account the entire environment in which a gene finds itsdlf,
and thisincludes the presence and actions of al other genesin the gene poal. (p. 40) Selection will
always tend to favor genes that cooperate with each other. (p. 50)

Jugt as the gene invented the cell in the distant past, dl other biologica development can be
described as the attempt of genes to increase their own survival chances.  Asasurviva machine, our

bodies are an expresson of our genes' drategies for longevity and tranamisson. Because genes
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ultimately determine how our bodies, including brains, are built, they exert complete long-term power
over human behavior. (p. 64)

Memetic Evolution

Dawkins points out that biologists have worked with the ideas of genetic selection and evolution
for so long that they tend to not see that biologica evolution is but one form that evolution can take. (p.
208) By separating the concept of replicator from biology, Dawkins laid the groundwork for a broader
discusson of evolution that can extend well beyond biology.

Building on his discussion of our bodies as survival machines for our selfish genes, he extends
the idea of genesto include dements of culturd transmisson. He defines the mememe as the unit for
such culturd transmission, or aunit of imitation. The idea of evolutionary survivad vaue now extends
beyond the gene pool to the meme pool. Those ideas with the greatest psychologica apped will
replicate and survive. Memes exhibit dl of the characterigtics that Dawkins hed laid out for any
replicator; an ability to survive over long periods (longevity), an ability to be replicated at an gppropriate
gpeed to not overwhem the environment or be overcome by competitors (fecundity), and an
imperfection of transmisson to dlow change (mutation).

Aswith genetic evolution, the ability of a meme to replicate copies of itsdf isfar more important
than the actud longevity of any given copy. (p. 208) Likewise, the continuous mutation of memes
dlowsfor adivergaty that will require both competition and cooperation. History isfull of examples of
ideas that have come and gone, some sticking and flourishing as new branches of science or art, others
withering quickly and being forgotten. Such surviva or extinction of ideas paralels the paths displayed
in biologicd evolution, including great and sudden legps after long Static periods (e.g. paradigm shifts;

Gould's punctuated equilibrium).
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To the extent that Dawkins described biologicad evolution as the survivad machine of genes,
Blackmore (1999) continued the metaphor to include cognitive evolution as the surviva mechine of
memes. She asserted that the laws and principles of evolution must apply equally to memes asthey do
to genes, aform of Universd Darwinism. (p. 17) Memesjump from oneindividud to the next through
culturd transmisson just as genes jump from one individud to the next through sexud transmisson.
They vary over time, exhibit relative saective advantage over each other, and they are often retained
and passed on from one generation to the next.

Aswith biologicd evolution, any intended purposeislargdly anilluson of hindsght. Memetic
evolution is't looking for the perfect idea any more than biologica evolution is purposively looking for
higher-order species. Memes smply grab cognitive attertion, making individuads that serve as host
continualy rehearse and rerun the idea or thought embodied as the meme. The theme song from a bad
gt-comisjug aslikely to stick in one's mind as the formulafor gravitation; in fact it is more likely to do
so smply because of its more frequent presence in the mind.

In fact, Blackmore identifies the notion of contagion with memes. (p. 45) Memes can be
described as spreading through a population of individuds using the infection andogy. Contagion differs
from smple imitation because contagion can trigger unintended behaviors and responses that impact the
population in ways which are not controlled, and certainly would not have been anticipated. Memes do
appear, at times, to exhibit purposive trickery, combing with each other to creste what Blackmore
refers to as memeplexes, increasingly complex ideas that can be imitated and passed on with widening
and deepening purposes that increases their surviva value and ability. The proliferation of memes
among individuds results in aform of socid learning that crosses individuals to encompass an entire

group population.
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Pinker (1994), not using the concept of memetics explicitly, goplies evolutionary thinking to the
development of language. He sees elemerts of heredity in the development of languages over time, with
inherited syntax and vocabulary containing variations that can only generaly be described as random
mutations. Language rarely changes intentionaly, and not everyone who speaks a language sees each
change and shift as apogtive improvement. He dso describes arole for isolation effects when
populations speaking an otherwise common language become geographically isolated from each other.

To Blackmore (1999), this signas aneed to keep generd evolutionary theory separate from the
specifics of biologicd evolution. (p. 30) Culturd evolution can be viewed as the sdifish replication of
memes, just as biological evolution was seen by Dawkins as the sdlfish replication of genes. Putting
these two evolutionary threads together, genes create and propagate minds and minds create and
propagate memes.

Blackmore acknowledges three wesknesses in the evolutionary analogy of memes: 1) the exact
unit of transmission of memes is unknown, 2) the mechanism for transmission is unknown, and 3) the
evolution of memesis Lemarkian, not Darwinian. The first two problems may smply represent the need
to further sudy the meme mode in order to better understand itsworking. In redity, the mapping of the
human genome is dtill awork-in-progress, and the specific mechanisms in which base pairsadong a
DNA dgrand actudly act on inheritance remainsdusve. A pardld lack of understanding in memeticsis
not such a daunting problem.

The problem of Lamarkianism is more fundamental. The fact that the very nature of the
transmisson of memes involves dterations that occur within an individud are faithfully transmitted to the
next individua makes memetic evolution different than genetic evolution. To the extent that memes

ultimatdly affect the environment in which genesreplicate, it could be thet the limited inheritance
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associated with genetic evolution was just a short-term blip; much like Newton's gravitation and
Kepler'slaws of mation in physics were the bedrocks of science for so long, only to be subsumed
under Eingein’s generd theory of redivity.

Inheritance of acquired characteristics is more efficient in memetics precisdy because idess
don’'t have to wait entire generations to be transformed and improved. The pace of memeticsis
extremely fast compared to its dower genetic counterpart. Genetics needed to move dowly in order to
asaure the long-term surviva of viable species. Having endured with our large brains, the limitation of
the genetic inheritance of characteridticsis now panfully dow.

Memetics & Language

To Blackmore, memetics helps explain the origins and development of language in ways that
reman eusveif genetic evolution done is consdered. (p. 82-83) Theories of evolution that look at
language must dways find some form of survival or seective advantage for genetic traits. Language was
needed for communicating broader and more complex thoughts among populations that were expanding
their socia structures and relationships. However, the expansion and ddlinestion of such socid
relationships was needed in order to provide the fabric in which language could develop. Expanding
brain szes correlated with much of this development.

Genetic evolution sees the relationship and looks for advantages that are presumed to have been
present under the genetic paradigm. Memetic evolution sees the surviva of memes as a driving force for
al three. It offersthe why, just as sdf-organizing adaptive sysems theory offered the why in genetics.
In this sense, why isn't purposeful, it isexplanatory. (p. 108) Memes help explain the evolutionary
growth in human brain Sze, the development and growth of language and language-related technologies,

and the development of socid groupsin which language could be negotiated, and in which memes could
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then thrive. Memetics provides for the selective advantage of large brains, complex language, and socid
inditutions in which they can function.

Evolutionary Sysems

The idea of memetic evolution as an dternative to genetic evolution, built upon the same
generdized principles and mechanisms of development, is a powerful moddl. However, the evolutionary
systems so described need not be considered as separate. Jablonka, Lamb, and Avital (1998) offer a
four-tiered inheritance moded that combines these evolutionary views into a single syssems modd of
evolution.

The lowest level inheritance system they describe is the epigenetic inheritance system (EIS) in
which cdlular phenotypes and component congtituents can replicate themsdves. All cdlular lifeis
dependent upon such inheritance being in place in order for the basic workings of cdlsto be
established. Without the EIS, there would be no cdls in which higher leves of inheritance could take
place. The next level in the Jablonka, Lamb, and Avitd moded isthe genetic inheritance system (GIS)
in which DNA transcription and replication provide the mechaniam for inheritance. The GISisthe
traditiond leve a which Darwinian evolution is driven by mutationa changes that provide selective
advantage in the environment.

It isthe EIS underlying the GIS that provides afoundation for understanding how many GIS
mutations are found to be opportunigtic or adaptive for the individud (asintroduced briefly in the
breadth component). Without the EIS level there would be no available mechanism for the inheritance
system to interact with the environment independent of the genetic process. While science can't explain
exactly how the EIS works compared to the much better understood GIS leve, its gpparent workings

are condstent with many of the types of adgptive mutations observed by geneticists and otherwise
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unexplained by smple genetic inheritance.  The quantum measurement effects described above are
likely to be part of the firmer explanation of these phenomena that emerges from the research over the
next few years.

Thefirst two levels of the Jablonka, Lamb, and Avitd inheritance modd, the EISand GIS, are
al that is needed to explain evolution from the origin of life up through fairly complex organisms that we
would refer to as‘lower animds.”  Aslife forms become more complex though, their behavioral
inheritance system (BIS) describes the interactions of various patterns of behavior with the basic
biologica capabilities enabled by the GISlevd. Such behaviora patterns include the socid learning and
cognition described in the breadth component.

The BIS s both influenced by, and influences, the GIS level of inheritance as certain behaviors
provide actud sdective advantage, and behaviors dter the survivability of collocated individuds. While
genetic change in the GI'S enables different behaviors, certain advantageous behaviors will dso be
geneticdly assmilated by the GIS. Advantages gained through dterations of behavior become
geneticaly endowed when the behaviors are selective enough to ensure only the surviva of offspring
from those who practiced the behavior. Jablonka, Lamb, and Avitd describe the path such assmilation
takes from random or ad hoc behavior, to ingtinct, to gene- specific mechanism.

Thefind leve of the Jablonka, Lamb, and Avital modd describes the language inheritance
system (LIS), and they ascribeit only to Homo sapiens.  The sgnificant agpect of the LISisits
interaction with the BIS; with behaviors influencing language, and language influencing behaviors. Such
interplay is a the heart of the professondization of language explored in the application component.
With the combination of the four inheritance levels, the Jablonka, Lamb, and Avita modd providesa

mechanism for discussing and understanding inheritance and evolution that is open to far more than the
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ample genetic change often envisioned as being the focus of such adiscusson. It dlows evolution to be
gpplied to behavior, socidization, and language as much more than a metaphor; entirely condstent with
the memetic view that language and idea tranamisson are the ultimate target of dl evolution.

Together, the modd offers an explanation for an evolutionary path that fits the prevailing moded
of how and when language devel oped, without violating the central tenets of evolution that language
should have evolved through the mechanisms of coevolution, adaptationism, variation, and selection
introduced in the breadth component. In one direction, genetics (GIS) enabled behaviors (BIS) that
brought about language (L1S). In the other direction, language (L1S) influenced behaviors (BIS) that
enabled sdlection for different genetic patterns (GIS). One need not posit the traditiona one-directiona
Seective advantage model of biologica evolution in order to explain the fairly rapid and specidized
development of language in our biogphere. The bridge between genetics and language is behavior;
specificdly, socidizing behaviors that would have created the cooperative and cognitive environment in

which language would develop.
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Chapter 5
Language and Socidization

The breadth component introduced socid develop in humans with its discussion of the Home
Base Hypothesis. Individudswho lived in small localized groups experienced certain selective
advantage over those who did not. The absence of evidence of dternative socid structuresin early
hominid development does not mean that there were no dternatives, only that if they existed, they left no
evidence of themsdaves. This means the idea of a home base can not be refuted and must remain a
hypothess.

However, the prevalence of such socia groups throughout the fossll record, and ther
dominance in human groupings today, offers clear support for the belief that the socid groupings of
humans today has its developmenta roots in those early hominid gatherings. The reason humans il
gather in these ways is because of the Sgnificant selective advantage offered by such behaviors.
Humans have evolved in socid settings, and need to be understood through such socidization.

Klein (2002) described the growth of socidization and innovation brought about by the
development of language asthe single legp that could be attributed to the *big bang’ in the rdatively
sudden evolution of humans. (p. 272) This shift was driven by the neura changes described in the prior
chapter, driving the “rapidly spoken phonemic language’ as the key development trigger for humanity.
(p- 271) Asamedium of memetic exchange, language can not be separated from the devel opment of
socidization.

Socid Devdopment

The development and evolution of language in humansis intertwined with the devel opment of

human socia structures. Hurford, Studdert- Kennedy, and Knight (1998) discuss the nature of the
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socid matrix in which language arose, noting that language can exist only in groups of individuds. Each
individua negotiates meaning during the process of communicating, and new meanings are established
only to the extent that groups agree on those meanings in usage. Midgley (1978) described language as
beginning when the cluster of more or less essentid properties were brought to bare on the surviva
problem. Socidization drove language development, and language devel opment required socidization.
As described throughout the breadth component, the genetic capacity and motivation to enter
into socid practices gave rise to an ability to develop language. Also, in the reverse feedback loop, the
early development of language gave rise to the abilities to cooperate and live in socid groupings. The
development of language and the emergence of socia structures and groups can not be separated.
Individuds living together without a means to communicate can hardly be referred to as asocid group.
The functions of socidization and language are likely to have co-evolved, meaning that the
earliest socid groups would only have needed very primitive communication ability to experience
selective advantage over other individuals or dyads in their environment. Armstrong (1999) discusses
early gesturd sgnsasthe likely earliest means of communication. Those Sgnswere likely quickly
enhanced through verbd sound. Early sounds need only have been smply grunts and whimpersin order
for the emergent properties of unitization and expectancy to take over and alow more words and
grammatica structuresto emerge. Language could have evolved very dowly, taking moderate steps as
individua's communicating in richer ways experienced every increedng selective advantage. This
evolution from smple sgns toward rich language structure is described by Armstrong as the continuity

hypothess.
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Culture Through Lanquage

The evolution of language enabled the development of culture, important here for the ensuing
shift from genetic Darwinian sdlection to memetic Lamarckian seection. Greenwood (1984) described
language as a paradigm for culture, pointing out that without one, the other can’t exist. (p. 152-3)
Culture requires language, just as M cFadden showed consciousness does. Languageis centrd to
human development. Thisian't to say that language is the defining characterigtic of humanity; just that
the defining characteristics, whatever they may be chosen to be, are usudly enabled and enhanced by
our development of language.

Adler, Rosenfeld, & Towne (1986) discuss the ways in which language shapes our world and
provides our culturd perspective. Language is akey determinant in socid impresson formation
whenever we meet new people or encounter known people in new Stuations. Wejudge an individud’s
credibility, status, and power through language; both by how individuas communicate, and how they
serve as the subject for communication. For individuas working in professons, the profession itself
defines a certain expectation that is often language based. We spesk of the ‘jargon’ of professions,
acknowledging that what often defines such asocid group is the uniqueness with which its members
communicate with each other. Beyond the words chosen, the ideas that can be expressed are usuadly
dictated by the use of language itself. To a certain extent, a profession can be defined in terms of the
ideasit focuses on, and the language it usesin discourse. The gpplication component will look at this
issue.

Dimengons for Looking at Socidization

This depth component set out to identify dimengons within human development that could be

used to analyze and better understand the formation and maturing of professions within our modern
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society and economy.  Four common themes have come up again and again in the breadth, and this
depth, component:

1. Mechanisms of Development. The breadth component started out with the various
mechanisms of development; coevolution, adaptationism, variation, and descent. The terminology was
drawn from the literature of biologica evolution, but these concepts repeatedly applied to dl forms of
evolutionary development, up to and including modern culture and behavior.

2. Serial vs. Parallel. Serid developments often result in the emergence of a pardld or unified
dructure. Individud serid quantum-chemicd reactions give rise to an emergent AMP enzyme. Billions
of seridly firing neurons give rise to aparalel consciousness. The bowed-serid-list givesrise to words,
sentences, and conversations in which much is designated and understood in paralel. Individuasform
socid groups that have emergent group properties not seen in the individuals. The history of
development often includes the unitization of the serid into the pardld.

3. Individual vs. Population. Throughout evolutionary development, there has been interplay
between individuds and the populations in which they develop. Genetic mutations that provide selective
advantage in individuds ultimately give rise to new species of populations. Individud memetic mutations
(e.g. ideas) deveop inindividuds and take hold across populations, giving rise to new ways of thinking
and behaving (e.g. memetic species).

4. Language-Behavior-Genetics. The Jablonka, Lamb, and Avitd modd illugtrates the
importance of sysems thinking generdly, and the interplay of language and behavior specificaly. Each
layer drives the othersin a bi-directiona feedback loop affecting development. They describe their third
tier in terms of genetics, but not in away that would be inconsstent if the broader concept of memetics

were substituted.
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The gpplication component will look a the software qudity engineering professon through the
filter of these four dimensions, with a continued emphasi's on language as a critical mediating factor in
development. The intent will be to see whether issues and concerns prevaent in that profession can be
better illuminated and understood using the framework of development. The expectation isthat they
will, given the prevaence of these dimensionsin al of the historicd areas of human development. If o,
then the development and maturing of a professon can be viewed as a naturd extension of the orn-going

process of development that has been explored in this depth component.
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Chapter 1
Introduction

Overview

Within any study of human deve opment, the systemic interaction of language and cognition must
play acentra role in modeling and understanding what it means to be characterigticaly human. The
breadth component of this KAM looked at the various developmentd disciplines that interact in our
understanding of human development, and demondtrated that additiona emergent functions and features
can be better understood as the systemic interaction of variables within and across those disciplines.
The depth component specificaly explored the development of socidization and language as such
emergent properties of the development of the human cognitive system in evolution.

Application Objectives

This gpplication component applies the principles of individud and socid group language
systems to the exploration of the role of specidized language and symboal systemsin the dynamics of
professondization and specidization of fields of knowledgein society. Ascasesfor andyds, this
component will explore the qudity management and software engineering professons using the
framework developed in the depth component.

Specific application objectives are:

1. Identify and compare defining dements of a professon in modern society, with an emphasis
on the role of cognition and linguigtics on the evolution of the professon.

2. Anayze and describe the generd qudlity, and specific software qudity engineering,

professons using the modd generated in the depth component.
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3. Destribe the efficacy of the generated framework/model and provide recommendations for
revision or further development.
The Cases

This gpplication component looks at the role that language playsin the emergence and culturd
definition of aprofesson. Thisis accomplished through an andys's of two specific casesthet | have
been involved with in the recent past; and in which | believe that the concepts and ideas raised in the
depth component can be used to illuminate my actua experiencesin these two projects. Each dedlt
with the specidization of language as a professond activity; and each resulted in afinding that language
both defines and differentiates individuas in different professond occupationd groups. ThisKAM has
provided me with background and a foundation for better understanding and further exploring those
findings

Masters Project

The origina ideafor this viewpoint came out of research that | conducted at Waden as part of
my masters work in 1998 and 1999. (Biehl, 2000) At thetime, | waslooking at two professons,
education and qudlity, to see how the definition and use of terminology influenced the way they
perceived and worked through various problems related to organizationa change.

As part of the growth of awareness and action for educationa reform in the 1980's, the
American Society for Quality had formed an Education Divison of qudity professondsworking in the
fidd of qudity, but having interests in education and educationd reform. In anewdetter column, divison
president Greg Hutchins issued a chalenge to quality professonas. “Education isaworld unto itself. It
has its own distinct culture, messages, processes, concerns and attitudes. We need more peoplein

divisona leadership that can broach the world of business and education - people who know the secret
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handshakes between thetwo.” (Hutchins, 1996, p. 3) My research project was an attempt, on my
part asaqudlity professond, to forge a partia bridge between these two diverse disciplines.  Inthe
process, | learned that the way we define and use language can go to the heart of how we define
oursalves as professonas. This caseisexplored in Chapter 2.

Dictionary Project

| gained additiond ingght into the role of language in a professon working as a contributing
editor for adictionary project (Omdahl, 1997) within my own software quaity profession. What
seemed like a mechanica exercise to collect and define hundreds of terms and concepts within my
profession took on new meaning as | researched and wrote this KAM. The cognitive concept of
unitization better informed my experience of delineeting thejargon of a professon. ldeasand
thoughts associated with the negative connotations associated with jargon in our society became
infused with the power of cognitive unitization in my professon. This caseisexplored in Chapter 3.

Dimensonsfor Looking a Professons

This knowledge area module set out to identify dimensions within human development that could
be used to andyze and better understand the formation and maturing of professions within our modern
society and economy.  Four common themes have come up again and again in the breadth and depth,
components:

1. Mechanisms of Development. The breadth component started out with the various
mechanisms of development; coevolution, adaptationism, variation, and descent. The terminology was
drawn from the literature of biological evolution, but these concepts repeatedly gpplied to dl formsof

evolutionary development, up to and including modern culture and behavior.
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2. Serial vs. Parallel. Serid developments often result in the emergence of a pardld or unified
dructure.  Individud serid quantum-chemica reactions give rise to an emergent AMP enzyme. Billions
of seridly firing neurons give rise to a pardle consciousness. The bowed-serid-list givesrise to words,
sentences, and conversations in which much is designated and understood in paralel. Individuasform
socid groups that have emergent group properties not seen in theindividuds. The history of
development often includes the unitization of the serid into the pardld.

3. Individual vs. Population. Throughout evolutionary development, there has been interplay
between individuds and the populations in which they develop. Genetic mutations that provide sdective
advantage in individuds ultimately give rise to new species of populations. Individuad memetic mutations
(e.g. ideas) develop inindividuas and take hold across populations, giving rise to new ways of thinking
and behaving (e.g. memetic species).

4. Language-Behavior-Genetics. The Jablonka, Lamb, and Avitd (1998) modd illustrates
the importance of systems thinking generdly, and the interplay of language and behavior specificdly.
Each layer drivesthe othersin a bi-directiond feedback |oop affecting development. Thethird tier is
described in terms of genetics, but not in away that would be incongstent if the broader concept of
memetics were substituted.

This gpplication component looks at the quaity management and software quality engineering
professions through the filter of these four dimensions, with a continued emphasis on language asa
critical mediating factor in development. Theintent isto see whether issues and concerns prevadent in
these professions can be better illuminated and understood using the framework of development. The

expectation isthat they will, given the prevaence of these dimengonsin dl of the historicd areas of
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human development. If so, then the development and maturing of a professon can beviewed asa

naturd extension of the on-going process of development that was explored in the depth component.



Core KAM 2 - Application 6

Chapter 2
Case Study: Education vs. Business Professonds

|ntroduction

This section explores my masters research project at Waden University during 1998. One of
the factors consdered during that project was whether or not a group of educationa change agents
would gpproach change definition and management from the same perspective as a set of business-
oriented people with some background in quaity management disciplines. As part of my study, two
independent cohorts of individuas were asked to define specific terms used in the context of quaity
management and change. At thetime, | was Smply looking for differences in definitions that might
illuminate factors that contributed to successful or unsuccessful outcomes in educationd change
initiatives

Herel reflect on that sudy againgt what I’ ve learned in this KAM regarding language as a
medium of both communication and cognition. Generaly, the more experienced business cohort turned
out, in the language of the depth component, to unitize richer and degper concepts under the terms being
explored; and their modd for gpplying those terms to the Situation of educationd change differed
accordingly.
Background

The concept of customer or supplier isambiguous. Even within the quaity management
profession, just as there are many competing meanings for quality, there are many competing meanings
for both customer and supplier. Beyond any possible technical definition of the terms, there exist many

additiona perceptions of meaning. An explanation of these concepts among the genera public would
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be broader still. As such, adefinition of customer and suppler in the context of education had to emerge
from my project’s survey activity and eventudly serve as a definition for the sake of the project results.

At issue in such adefinition is the distinction between stakeholders who place demands on a
system, and customers who have requirements of the system. The latter is a subset of the former. To
date that a particular stakeholder isn't a customer of a system doesn't preclude a discussion of that
stakeholder’ s legitimate demands on the system. Vendors expect to be paid by organizations they do
business with, but they don’t expect to be considered customers of those organizations. The vendor is
traditiondly conddered a supplier of the system.

An organization that ignores the demands of its suppliersisin trouble, just as an organization that
ignores the requirements of its cusomersisin trouble. But the way in which these two scenarios plays
out will be very different. Qudity management is, in part, the balancing of customer requirements
againg supplier demands. Too much emphass on the customer resultsin no suppliers asthey inturn
seek different customers who will meet their demands better. Too much emphass on the suppliers and
the neglected customers look elsewhere to have their requirements met.

A quality organization must balance these factors, but the balance is usudly weighted toward the
cusomers. The customers are the reason the organization exists.  Quality management involves
developing the pergpective and procedures necessary to provide maximum customer vaue while
optimizing the involvement and satisfaction of dl suppliers. A problem arises when the definition of a
system’ s customers and suppliers are ambiguous. In the absence of clear ditinctions among customers
and suppliers, any system will suboptimize itsdf. Energy is misdirected toward satisfying suppliers who

areincorrectly or ingppropriately identified as cusomers.
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Thelong-term vighility of recent educationa reform movements - induding privatization,
vouchers, charter schools, and accountability through competition - may rest on the clarity and accuracy
of the customer-supplier modds underlying each reform. Each reform possibility stands to optimize a
amdl portion of the system at the expense of the outcomes of the overall system.

The problem it the identification of any particular customer. Quaity management techniques
can be used to maximize vaue to any customer. Whether students, parents, teachers, adminigration,
colleges, or the busness community are chosen as customer isn't theissue.  Vdueto any of these
gtakeholders can be maximized. But vaue cannot be maximized to dl of them. Building a cusomer-
supplier model for education entails prioritizing the demands of dl of these sakeholders, deciding in the
process who the primary customers are, and to what level other stakeholders are dso customers of the
system. Quadity management techniques can then be used to build a control system and re-optimize that
system around this new clearer definition.

If educators don't know or aren’t aware of who the customer is, then it's not possible to build
control systems around the voice of the customer. The absence of such avoice for the customer
prevents continuing improvement activities from directing efforts a the customer, instead usudly focusng
on interna voices such as adminigtration and bureaucracy.

West-Burnham and Davies (1994) fed that “the problem of defining the customer in education
is probably more semantic and conceptua than operationd.” (p. 12) Defining such acomplex issue as
semantic sarvesto illudrate that even researchers acknowledging the importance of qudity and
customer principles to education often fail to agree on the depth or complexity of the problem.

Different researchers draw different conclusons. Some conclude that students are the

customers of education (West-Burnham & Davies, 1994; Seymour, 1992), while others conclude the
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opposite, including among the stakeholders virtualy everyone except the students (i.e. parents, teachers,
adminigration, employers). (Ledie, 1992) Fram and Camp (1995) leave it to each educationa
establishment to identify their own blend of customers based upon their own unique circumstances.

Today, thereis no generd agreement on who the customers and suppliers of education are.
Sirvand (1996) assartsthet “acritica step in implementing qudity in an organization is the identification
of current and potentia customers’ (p. 99) before offering a criteriafor discussing the sudent as
customer. Some define employers as customers, parents as suppliers, and students as products. (Bailey
& Bennett, 1996)

Evans (1996) identifies severd key skills as being of concern in implementing TOM inan
educationd setting, including an overal focus on the customer, the ability to identify cusomers, and the
ability to understand customer expectations and requirements, an gppreciation of the digtinctions among
internd and externd dients, awillingness to listen to the voice of the customer, and an understanding of
the relationship between customer satisfaction and employee satisfaction. He concludes that even the
faculty of educationa programs at our schools of education do not redly understand the quaity
management principles they are teaching our future educators.

Description of Activity

My study included looking at the way definitions of qudity-related terminology differed across
two cohorts; one drawn from the education community with no particular background or training in
qudity disciplines, and another drawn from the business community, each having expertise in the qudity-
related disciplines but no particular background in educeation.

A three-round Delphi survey was administered independently to each of these two cohorts

asking them to define the terms quality, customer, and supplier. Respondents were also asked to
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identify stakeholdersin the educationd change arenawho would fit the resulting definitions for customer
and supplier.

Project Findings

The definitions that resulted after three survey rounds among the education cohort were:

Qudity: “Ensuring customer satisfaction through the creetion and maintenance of continuous
improvement thinking and culture as aresult of preparation, planning, and excellence in achievement;
providing or gpproaching the top level vdue.”

Customer: “Any individua who legitimately has expectations of, or benefits from, the work
within a given system, receiving the end product or results of the actions or activities within thet sysem.”
Supplier: “A person or organization that performs atask or service for, or performsthe

necessary components required to produce a product demanded by, a customer.”

When applying these definitions to the various stakeholders that had been identified during the
first two rounds, the education cohort members ranked the following lists of customers and suppliers for
education:

Customers. “ Students, Parents, Society / Generd Public, Teachers/ Ingtructors’

Suppliers. “Teachers, Adminigtrators, School Boards, School System Support Staff”

Among the business cohort, resulting definitions were more complex:

Qudity: “Meeting and exceeding the needs and expectations of current and future sudents and
key stakeholders, through a culture leading to products and services having mgor emphass on

processes and thelr improvement; customer orientation; and team/individud involvement.”
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Customer: “Anyone (or group) who receives services (including knowledge, sKkills, abilities
students have when they leave) provided by teachers, schools, or the school digtrict; or those who
purchase, procure, or receive aproduct or service, based on their needs.”

Supplier: “Those, externd or interna, who provide or support the development of superior
products or services to anyone within the system.”

The business cohort members ranked the following customers and suppliers for education:

Customers. “ Students, Society (at large), Parents/ Community, Busnesses’

Suppliers “Teachers, Adminigtrators, Educational Process Developers, Students’

Discusson of Findings

There are definite contrasts between the study results for the education cohort versusthe
business cohort. Generdly the business cohort results can be seen as including more technica, or
disciplinary, detail than those of the education cohort.

The education cohort’s definition of quality is soft and god-oriented. Referencesto “top level
vaue” and “excellencein achievement” are generd expressons seen in many popular discussions of
qudity. The business cohort’s definition include more specific and technica perspectives that are (at
best) implicit in the education cohort’ s thinking. Incluson of “emphasis on processes,” “customer
orientation,” and “tearmyindividua involvement” are considered key dimensons of qudity among
professona practitioners.

Inther definition of customer, the education cohort again stayed generd, focusing on the
“receiving of the end product” or output-sde of qudity. The business cohort included receiving

products or services “based on their needs,” a more technica view of customer as the source of
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requirements rather than smply the receiver of product. This requirements-based view is more common
among qudity professonds.

The definitions of supplier showed smilar contrasts among education and business cohorts.
The education cohort fell into a common approach of defining suppliersin terms of their juxtgposition to
customers, asin “produce a product demanded by, acustomer.” The dternative definition provided
by the business cohort placed the supplier as supplying “to anyone within the sysem.” The focus on
system, and the fact that the customers of the supplier within the system aren’t the same asthe
customers of the system, isamore technica view of supplier-customer relationships often not perceived
by layperson views on quaity management.

The final contrasts can be seen between the ranked lists of customers and suppliersto the
educationd system. The educators prioritized parents, as second only to students, as customers of the
system. The business cohort ranked them considerably lower, in particular identifying parents as Smply
agpecia subset of the community cusomer. The diginction is more than smply ranking. To
educators, the parents appear as a primary and direct cussomer. To the business cohort, parents were
secondary and indirect customers. Thisdigtinction is Sgnificant, and represents avastly different way of
viewing the educationd system by these stakeholders.

Educators dso took avary narrow and locd view of suppliers, focusing on individuas only
within the educationd system as staff or eected representatives. Quality professionas would describe
such aview as very parochid, because there are few opportunities to improve a sysem where dl of the
key suppliers are seen as working within the syssem. The business cohort, on the other hand, identified

externd suppliers— primarily education process developers. The biggest difference between the two
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cohorts was the fact that the business cohort identified students as among the top four system suppliers;
where the education cohort had not even discussed students as suppliers.

With students as both mgor customer and major supplier, the business cohort was defining a
more complex and richer system that was being described by the education cohort. This cohort, with
the deeper knowledge inherent in the ways they were selected for participation, were exhibiting richer
and deegper meanings with the same terminology. Using the language of this KAM, experienced quality
professionals were unitizing broader and deeper congtructs under the same apparent words. Put
another way, the professona and educators were using the same phonemes, but meaning completely

differert words.
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Chapter 3
Case Study: Software Quality Dictionary
|ntroduction

This section explores a dictionary development project in which | participated during 1996 and
1997. The project produced a 1997 edition (Omdahl, 1997) of aprevioudy published 1989 edition of
aqudlity dictionary targeted to an audience of software qudity professonds. The project misson was
to provide a comprehendve list of defined terminology used by software qudity professonds.

Our efforts were coordinated by the Quality Council of Indiana, and membership on the
editoria staff was comprised of representatives of the mgor professond societies having a sgnificant
interest in the software quality professon (see Table 1). | was recruited into the project because at that
time | was on the board of the Software Divison of the American Society for Quality, and | served as
associate editor for the Software Quality Professional quarterly professiond journd published by that
society. | dso held avoting position on the Software Engineering Standards Committee of the IEEE
Computer Society.

Here| reflect on my participation in that project, particularly upon the aspects of unitization
embodied in the discussion of language development in the depth component. Issues raised there
regarding Hulstjin and Laufer’s (2001) Invol vement Load Hypothesis and itsimpact on vocabulary
acquisition, Nohara- LeClair' s (2001) emphasis on the grounding process of mutudly shared
undergtanding in language use in interpersona communication, Wang's (2002) discussion of professiona
communities developing their own culture with specidized vocabularies, and Wenger’ s (2000) view of
what | caled proto-professions within communities of practice communicating through nontraditiona

and informd pathways, al provide a foundation for explaining many of the discussons and outcomes
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that | till think through regarding the dictionary project. Five yearslater, this KAM has provided me
with indghts that help explain the ups and downs that our team experienced as we pursued our cregtive
misson.

Background

This project was oriented specificdly to undersanding the use of terminology and vocabulary
among software quality professonds. Underlying the approach, therefore, was a shared understanding
of professionalism embodied in the team’ s work.

Maigter (1997) offers a number of perspectives for thinking about professonds, from the
behaviord aspects of professionalism to the knowledge- based aspects of what a professona shoud be
ableto ddiver. Itisin both of these sensesthat he states that “the opposite of the word professional is
not unprofessional, but rather technician.” Maister looks at this gap and finds passion and caring
among the characteristics expected of the professond, yet not pendized when absent from the
technician. The professond feds acommitment to quality, a pride in the work, and a commitment to
the client that is over and above those needed to fill ajob. A true professond exhibits behaviors that
make these bdliefs and commitments vishle to dl around. “Professond isnot alabd you give yoursalf
- it sadescription you hope others will gpply to you.”

Maister asserts that “while others may seek jobs, the defining characteristic of professondsis
that they seek careers.” [author’ semphasis] He chalenges professionds to seek perspectives from
which work life can be viewed as chalenging, even fun. “All it takesto find the fun is a little energy,
ambition, drive, and enthusasm. So scarce are these characteristics that they are today the dominant

competitive advantage for both individua professonds and firms”
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Whether for internd group planning, or externd firm management, Maister’ s descriptions
support the range of activity from recruitment of professonds, god and objective setting, peer
development and support, skill-building, and termination of relationships that are no longer working.
Focusing on professionaism, independent of any particular profession such as software qudity, he offers
tools that can be quickly adapted and adopted for personal career planning, and organizationa
development among professonas.

Magter identifies a particularly powerful two-dimensona mode for identifying whet kind of
practice a professond desires, either astool for planning anew practice direction, or as adiagnostic
tool for understanding the dimensions of an existing practice. The modd is based on amedica andogy
of pharmacist, nurse, psychothergpist, and brain surgeon. The two dimensions include the degree of
customization necessary to solve client problems and the degree of client contact required in the delivery
of services.

The model doesn’t exclude working day-to-day in dl four quadrants implied by these two
dimensions; rather, it offers aframework for understanding and evauating the various work
accomplished by individuds and groups.  Therole of pharmacist involves execution of standard
processes with alow leve of client contact needed (e.g. stlandards compliance reviews). Therole of
nurse emphasi zes standardized processes that require a high degree of client interaction (e.g. peer
review or JAD sesson facilitation).  Therole of psychotherapist dedls with customized processes
emphasizing diagnoss using a high degree of client contact (e.g. project review or audit). Therole of
brain surgeon emphasizes cusomized diagnosiswith alow leve of client involvement (e.g. risk review
and assessment).  Maigter directs his readers to place their own activities into differing quadrants, and

evaduate thefit againgt career aspirations and skill capacities.
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Many software qudity professonds, wanting to be recognized as brain surgeons, find
themselves often dispensing the prescriptions. Master’s emphasis for professondsis to move through
the modd by continudly developing and enhancing skills while dso continudly adapting to the needs of
clients, developing better and more enjoyable practices through continuous improvement and growth.

Such continuous change is specifically addressed by Hohmann (1997), who sees software
professonds as problem solvers, and endeavors to explain the behaviors of, and relationships among,
such individudss as best represented using a sociologica modd that includes both problemsolving
behaviors as well as socid and god-oriented beliefs and values. When integrated, these perspectives
offer amentad modd for continuoudy improving the efficiency and effectiveness of the methods
practiced by such professonds.

Hohmann offers his Structure- Process- Outcome (SPO) Framework as atool for integrating
these methodol ogical and cognitive pergpectives. Process brings together methods and cognitive
modds. Thericher and more experienced the cognitive modds of the professond, the less formdized
and intricate the associated methods need be. Outcomes represent the end results of processes, and
vary in form and content based on the needs of the processes and experiences of the professonal.
Structure provides the form and content for defining the processes and outcomes and the interactions
among them.

Hohmann describes the problem-solving process of the software professonal as aneed to
understand the problem to be solved, designing a solution to that problem, and then verifying the
solution once it has been implemented.  While the SPO Framework gpplies as amodd to each of these
perspectives of the professond’ s task, Hohmann pays particular attention to the need to design

solutions. It is here that he identifies the greatest challenge to understanding the work of the software
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professond, "the greatest mysteries regarding just what and when these designs emerge from the minds
of each professond.” Hohmann's centrd themeisthat "increasing your understanding of your own
menta processes will enable you to become a more effective devel oper.”

Experienced professonds "have larger and more sophigticated cognitive libraries’ a their
disposd for identifying and solving problems.  They can use these libraries in order to perform better
leveling; "the shifting among different levels of generdity or aodtraction during problem solving.” Their
increased domain experience dlows them to quickly determine what aspects of each problem exhibit the
greatest complexity, bringing their strongest cognitive capabilities to bear on the most needed parts of
each problem. Experienced professonas "not only know to solve the 'hard part' of the problem firgt,
but they aso correctly identify what the 'hard part' is” Less experienced novices tend to focus on the
wrong aspects of many problems, in the wrong order, creating very messy and less efficient paths
through their solution spaces.

Hohmann offers advice to move individuds aong the path from novice to experienced
professond: "A professond cares deeply about their client and works to ensure his or her needs are
farly and accurately met - whoever the client may be." Hohmann describes the responsbility of
professonds to both lead and follow, to manage and improve themsalves and their rdaionships with
others, and to conduct their work with competence and integrity.

Weinberg (1988) offersaview of professond software developers that fits with the modds
offered by Master and Hohmann. He begins with his own definition of professona as someone "having
great kill or experiencein aparticular field of activity." Like Hohmann, Weinberg offers hisviews"as

an exerdse in sHf-examination for the professond.”
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Looking at the various technicd skills and paradigms required of experienced programmers,
Weinberg chdlenges professonds (as if anticipating Hohmann's focus on the professond’s cognitive
library) to explore and understand their meta- paradigms. Meta- paradigms include such skills asthe use
of andogy, tracing and retracing one's own thought processes, induction from specia casesto generd
rules, ddiberately widening one's circle of intelectual associates, actively seeking to know what others
have done and using such work as a garting point, and attempting to communicate with others using
paradigmsin order to darify one's own thoughts.

He offers his own persond reflection in the form of ten persond principles, his Precious
Programming Principles, the tenth of which satesthat "every programmer has at |east ten persona
principles, but only one programmer in ten thousand is willing to take the time to write down even one.”
Weinberg challenges professionds to reflect on, and share, their own meta-paradigms and principles.

Any paid programmer will use the technicd skills and paradigms of the field, but only
professionas will develop and conggtently use such meta-capabilities. They provide and strengthen the
sructura component of Hohmann's SPO Framework. Weinberg challenges professonas "spend a part
of (their) working day examining and refining (their) own methods.” In the process, each will uncover
their own secrets that will make the pursuit of their profession more successful.

"There's much the professions could learn from one another, if only they shared their secrets.”
Weinberg draws andogies with other professions as away of exploring that which makes programming
aprofesson. Citing two gpparently contradictory paradigms of medicine to not give up trestment too
soon and to not stick with one trestment too long, Weinberg observes that "the secret of their secrets
lies not in the secrets themsalves, but in knowing when to apply each one. Maybeit's not know-how

... but '’know-when'." [author's emphasis] Even Master's technicians can know the secrets, but only
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experienced professionas with Hohmann's extensive cognitive libraries will gppreciate when to use
them.

Weinberg laments the fact that there are many programmers working for pay who should not be
referred to as professonas. "The point is not merdly that there are people out there passing as
professond programmers who shame us dl, but that few manager s have any way of telling if they're
talking to one of them or one of us." [author's emphass] "Somehow, if programming is ever to be
treated as a profession, the public - and programmers themsaves - will have to be educated.”

Curry and Wergin have edited a volume that spesks to the role education, and a defined body
of knowledge, play in developing and sustaining the credibility of any individud working within any
specific professon. With ASQ's certification programs and their emphasis on bodies of knowledge,
certification examinations, recertification requirements, and codes of ethics, the scope of the professon
istightly bound to knowledge and education.

Curry and Wergin (1993) explore various aspects of the building of professond satus and
credibility through education. Written for a more academic readership, they provide awide range of
information and perspectives for anyone interested in exploring the impact of education, and educationa
agendas, on the definition and credibility of aprofesson. They draw together avariety of theories of
professond education. A key theme seen in such areview isthat many schools in the professons
emphasize techniques and practica knowledge. Case studiesin business schools, medical resdencies,
and architecturd practicum al emphasize learning the right ways to conduct professond practice. They
cite Schon's view that amore useful professona education would be one that emphasizes amore
generic thinking process that could apply across professions, rather than smply abody of knowledge

to be mastered.
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Schon (1986) describes a problem statement that seems familiar to many quaity professonds.
In any profession, there are many manageable problems that lend themsalves to solution using the
theories and techniques readily available within the knowledge base of the professon. These "high
ground” problems stand in stark contrast to Schon's "swampy lowland" of messy problemsthat defy
technica solution using the current knowledge of the professon. "The irony of this Stuetion is that the
problems of the high ground tend to be relatively unimportant to individuds or society at large, however
great ther technicd interest may be, while in the swamp lie the problems of greatest human concern.”

Schon looks at traditiona professionad education, of using theory to teach practice, and turnsit
around. By andlyzing effective practice, more effective theories of professona action become possible.
Thisisn't accomplished by formd research sudiesinto the actions of professonds, but by the day-to-
day reflection on practice carried out by every professond. Anticipating Weinberg, Schén declares
that a profession can be strengthened by encouraging and ingtitutionalizing such broad- based sdlf-
reflection.

Typica actions by professonas can be characterized as knowing-in-action. Practitioners
exhibit their ability to perform within their profession every day. Schon uses the term professional
artistry to describe the occurrences where competent practitioners exhibit extraordinary competence
that is unique in uncertain circumstances. “What is striking about both kinds of competence isthat they
do not depend on our being able to describe what we know how to do or even to entertain in conscious
thought the knowledge our actions reved.”

Professond knowledge is embedded in the action and need not be articulated or explicated
eechtimeit is gpplied by the professond. In fact, attempts to describe such knowledge actudly turn it

into something else. *Our descriptions of knowing-in-action are dways constructions. They are
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atempts to put into explicit, symbolic form akind of inteligence that begins by being tacit and
spontaneous. Our descriptions are conjectures that need to be tested againgt observations of their
originds” [author's emphasg|

Instead of attempting to understand someone else's knowing-in-action, Schon emphasizes our
own ability to look at our own professond actions. “It is sometimes possible, by observing and
reflecting on our actions, to make a description of the tacit knowing implicit in them.” Such reflection
can lead to the development of persond principles as described by Weinberg, and meta: paradigms as
described by Hohmann.

Schon takes an additional step beyond smple sdlf-observation. He looks at those specid
Stuations with unknown or unusud circumstances during which our professond practice is extended
into Schon's professiond artistry. "All such experiences, pleasant and unpleasant, contain an dement of
surprise. Something failsto meet our expectations.” [author's emphasig It isin these Stuations that our
atention istriggered, and actions that usudly remain hidden even from our own observation suddenly
become available for reflection. “We may reflect on action, thinking back on what we have donein
order to discover how our knowing-in-action may have contributed to an unexpected outcome.”
[author's emphasis|

What Schon describesis aneed to teach practitioners to seek such opportunities for reflection
in red-time o that they can continually improve everyday activities and practices. “In an action-
present - aperiod of time, variable with the context, during which we can still make a difference to the
gtuation a hand - our thinking serves to reshgpe what we are doing whilewe aredoing it. 1 shal say, in
cases likethis, that we reflect-in-action.” [author's emphass] Such reflectiontin-action builds our

mental models and improves our professiond practice.
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Schon writes about recognizing that knowing-in-action can be influenced in red-time by
effective reflection-in-action. Enabling continua and ongoing improvement, a hdlmark of professond
practice, requires teaching professionals to conduct their practices in an action-present during which
they bring reflection to bear during each action taken and decison made. Reflective practice enables us
to find our own versions of Weinberg's meta- paradigms and principles, dlowing us to take Hohmann's
“Journey”, enabling usto fed apride in our work and offer our services to our peers that represent the
halmarks of Maigter's true professionalism.

Description of the Activity

The team for this project was assembled by drawing representative volunteers from the mgor
quaity and software professond societies (see Table 1). Eighteen editors ultimately comprised the

editoria board for the project.

Table 1 — Societies promoting software quaity professonaism

Society Description Membership
American The oldest professional society dedicated to qudity 150,000
Society for professondism, having itsroots in the Deming and Stewart

Qudity quadlity initiatives of the early 1950's. Each of its 16

professond divisons covers a specific knowledge domain
within the profession, induding the Software Divison. It's
30+ professond certification programs include the

Certified Software Qudity Engineer.
IEEE Computer A subgroup of the Indtitute of Electrical and Electronics 100,000
Society Engineers (IEEE), this professona group tends to focus on

the broadest software engineering disciplines, usudly
leaving hardware issues to the broader society.

Asociationfor - A comprehensive computer professiona society 75,000
Computing emphasizing dl aspects of hardware, software, and

Machinery communications capabilities.
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The primary project activities included an extensve multi-round Dephi exchange among the
eighteen editoriad board members coordinated by the editor-in-chief. Each of uswas assgned certain
functiona specidizations, with sufficient overlgp of coverage to assure thet al related disciplines were
covered by at least three primary editors.

The firg 9x months were generdly spent expanding the entries included in the draft dictionary.
Sources from throughout the industry were searched for terminology and usages that were considered
sgnificant to the software quality professon. The second six months were spent largdly drafting and
redrafting entry definitions; and it was during this period that many of the entries added during the early
rounds were diminated. The criteriaincluded identifying definitions that were felt to be too generd to be
included in a specidized professond dictionary; those where the professond usage of aterm was too
amilar to the definition associated with vernacular usage. Reference was often made to generd
published standards and dictionaries (see Table 2) to assure that entry definitions kept were more
specidized than generd usage. Undifferentiated entries were eliminated, noting in the editors preface
that “these definitions have been excluded Since adequate definitions dready exist in these areasin

thousands of readily obtained standard references.” (p. iv)
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Table 2 — Specidized standards and dictionaries used

American National Standards Ingtitute (1987). Quality systemsterminology. ANSI Standard
A3-1987. Milwaukee, WI: American Society for Qudlity.

American Nationd Standards Ingtitute (1994a). Quality management and quality assurance
—vocabulary. ANS| Standard A8402-1994. Milwaukee, WI: American Society for
Qudlity.

American Nationd Standards Ingtitute (1994b). SO 9001 Quality Systems - Model for
Quality Assurance in Design, Devel opment, Production, Installation, and
Servicing. ANSI Standard Q9001-1994. Milwaukee, WI: American Society for
Quality.

Ingtitute of Electrica and Electronics Engineers (1990). |EEE standard glossary of software
engineering terminology. |EEE Standard 610.12-1990. New York: |[EEE.

Nationa Indtitute of Standards (1996). Malcolm Baldrige National Quality Award: 1996
criteria for performance excellence. Washington, DC: US Department of Commerce.

Thefind project draft was reviewed by abroader pand of roughly 50 reviewers, and the final

publication went to pressin late 1997.

Project Findings

The find 1997 edition of the Quality Dictionary included over 2,000 specific entrieswith

definitions that were unique or specific enough to the quality professon to be included in this specidized

dictionary. A review of those entries finds the same generd digtinctions that were evident inmy

research study case previoudy. Table 3 contrasts the entries looked &t in the previous case - quality,

customer, and supplier - with a current Internet-based popular dictionary. All three show the deeper

levels of complexity and unitization predicted by the discussion in the depth component, also in smilar

way's as observed in the previous case.

Discusson of Findings

The richness of unitization evident in the dictionary entries can be seen in these three examples.

The definition of quality includes the deeper concepts of conformance, need, satisfaction, and
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requirements The definition of customer includes the key concepts of value-added, producer vs.

user, and organization. The definition of supplier includesinternal vs. external, sourcing, and usein

production. These are critical components of these definitions that are important and sgnificant to

qudity professonds. While these concepts are not excluded from the popular definitions of each term;

they are a best, implicit. This helps account for the differences in communication and meaning when

quaity professonds use these terms, as opposed to their popular usein the vernacular.

Table 3 — Comparison of entry definitions, Omdahl (1997) v. Merriam-Webster(2002)

Entry Omdahl (1997) Merriam-Webster (2002)

Qudity 1) Conformance to requirements and fitness for degree of excellence, or
use. 2) Features and characteristics of aproduct or  superiority inkind; a
sarvice that determine its ability to satisfy stated or  distinguishing atribute
implied needs. 3) Degree to which a product,
function, or process meets the customer’sor user’s
requirements.

Customer 1) A nonproducer user of asupplier’s product or one that purchasesa
sarvice. 2) Another organization within asupplier, if  commodity or service
the value added equipment, product or serviceisto
be used operationdly, or isto become part of the
product of the recaiving organization. 3) Entity that
receives a value added product or service.

Supplier 1) An entity that provides a product or service, one that providesfor,

usudly avaue added raw materid to be used as
part of production, to auser or customer. 2) The
source of information services and materials used in
aprocess. May beinternd or external to a
company, organization, or group.

makes available for use, or
satisfies the needs or
wishes of

Sampling of the dictionary entriesin this case quickly shows that quality professonds use, and

think of, terms and words gpplicable to the professon in ways that are very different than the way that a

layperson makes use of these same words. The web of semantics placed around words by the

professond is determined by the richness of the concepts and interplaying meanings required by the
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word in the contexts in which it is used by the professonal. This notion is captured by the popular
notion of professond jargon; but is aso predicted by the language modd developed in the depth

component. The next section will turn to the connection to that modd.

27
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Chapter 4
Conclusion

These two cases, with their amilar findings in the case of the three benchmark words used for
andyss, highlight the accuracy of the four-point model introduced in the depth component:

1. Mechanisms of Devdopment. The breadth component started out with the various
mechanisms of development; coevolution, adaptationism, variation, and descent. The terminology was
drawn from the literature of biologica evolution, but these concepts repeatedly gpplied to dl forms of
evolutionary development, up to and including modern culture and behavior. The depth component
extended evolutionary development conceptudly forward to memetic evolution, or the evolution and
reproduction of idess.

The neuroanatomy of the bowed- serid-list necessitates the mechanism whereby new words are
coined, or the meanings of existing words are extended, to include complex concepts that require more
cognition than can be handled by exigting physica neurd networks. The words represented in these
two casesillustrate this concept in the extension of existing words to take on broader or deeper
meanings.

2. Serial vs. Parallel. Serid developments often result in the emergence of a pardld or unified
dructure. Individua serid quantum-chemicd reactions give rise to an emergent AMP enzyme. Billions
of seridly firing neurons give rise to a parale consciousness. The bowed-serid-list givesrise to words,
sentences, and conversations in which much is designated and understood in pardld. Individudsform
socid groups that have emergent group properties not seen in the individuds.

The history of development often includes the unitization of the serid into the pardld. Agan, the

words anayzed in these cases illustrate the concept of unitization working in modern language. Without
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the expangon of the meanings of wordsin professons (i.e. apardld congtruct), it would take full
sentences or paragraphs (i.e. serid constructs), to express the concepts currently embedded in these
individua words.

3. Individual vs. Population. Throughout evolutionary development, there has been interplay
between individuds and the populations in which they develop. Genetic mutations that provide sdective
advantage in individuals ultimately give rise to new species of populations. Individua memetic mutations
(e.g. ideas) develop in individuds and take hold across populations, giving rise to new ways of thinking
and behaving (e.g. memetic species).

As the sample words in these cases illustrate, words hel p define professions as separate
memetic Species; populations that exchange memes (e.g. the genetic materid of ideas) anong each other
that can’t be exchanged in smilar ways with individuas outsde of the species (e.g. professon). This
property of exchange becomes a property of the population not necessarily seen in each individud in the
population. Indeed, memetic evolution differs from biologica evolution specificdly in that individuas
can become members of more than one species (e.g. one can be aqudlity professonal, and a sports
enthusas).

4. Language-Behavior-Genetics. The Jablonka, Lamb, and Avitd (1998) modd illustrates
the importance of sysems thinking generdly, and the interplay of language and behavior oecificaly.
Each layer drivesthe othersin a bi-directiond feedback |oop affecting development. Thethird tier is
described in terms of genetics, but not in away that would be incongstent if the broader concept of
memetics were subgtituted.

Professionds behave differently than lay people in the very ways predicted by these modds.

Language differences, such as those describe above, drive professondly loca behaviors that can result
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in the further evolution of ideas. Such memetic development eventudly leads to further specidization
and bifurcation of the memetic tree. Not dl individuds follow every branch of thisemerging treg, just as
biologica evolution created new species without necessarily wiping out those dready existing. In
biology, one sees species adapted to broad general environments and other developed to experience a
sngle specidized niche. Thisform of ecology, what Rubenstein and Wrangham (1986) refersto as
socioecology, applies to professons as well other life arenas.

Ecology of Professons

Barnett, Mischke, and Ocasio (2000) offer amodd for understanding the founding and growth
of organizationa collectives based on principas of organizationd ecology. Their modd tiesthe
drategies and structures of the collective organization to the formation and growth rates of those
organizations, highlighting competition among collectives for members as the key factor in the modd.

Their focus for strategy is on whether an organization chooses to adopt a generdist scope of
interest, or anarrow specidized scope. They show that these Strategies result in particular blends of
collective organizations in given indudtries or interest areas. In segments where generdist strategies are
dominant, few organizations will be seen to be meeting the needs of most interested members. Where
specidization is dominant, there will be many organizations needed to adequately fulfill the needs of the
available membership. Likewise, the impact srategy has on the number of organizations present will
a0 be pardlded by an impact on the size of such organizations.

The sze of any given collective is determined by the number of interested potential members
who both find the organization and chooseto joinit. Barnett, Mischke, and Ocasio describe theway in
which the likelihood of finding a collective organization can be described using the organization's

selected dtrategy. In any search for an organization based on potentiad member interest, amore generd
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organization will be identified more often than amore specific organization. Generdist collectives Smply
subsume a greater number of interest areas under their scope.

In terms of the likelihood of joining a collective once it has been found, Barnett, Mischke, and
Ocasio describe how potentiad members will typicdly join the first organization they identify thet
satifactorily meetstheir need, "even if there is a collective organization somewhere that is even better
auited.” (p. 327) Since broad merely satisfactory collectives will be more common than narrow optimal
ones, potentid members will typicdly join satisfactory generaist collectives more often than optima
narrow ones. The outcome of this social matching process, Barnett, Mischke, and Ocasio conclude, is
that as organizations dlow their Srategy to become increasing generd, the likelihood of obtaining
members increases.

Barnett, Mischke, and Ocasio dso discuss another aspect that affects membership acquisition:
contagion. Because the socid matching act isinherently ambiguous — meaning that potentid members
can never be sure they are chooaing the right collective to join — potential members are very likdy to
respond to socia cues when making such decisons. Near-joiners will be pulled into the organization
proportionately to the volume of joiners. Since collectives usng generdist srategies will be found and
joined by more potentiad members, the contagion affect expands this growth advantage in favor of
generdist collectives.

Barnett, Mischke, and Ocasio move away from collective growth rates to aso discussthe
affects of srategy and size on the rates at which new collectives are founded. A potentia collective
member may innovate — create anew collective — if no satisfactory collective can be found during the
socid matching process. Citing March and Smon; Barnett, Mischke, and Ocasio point out that

"innovation will not be consdered while ever there is an exigting collective that can offer a satisfactory
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solution.” (p. 329) They are describing a competition between organizationd founding and growth; or
the "classic ecologicd trade-off.” (p. 329, citing Hannan & Freeman) This competition will be especidly
impacted by the growth of collectives that have adopted the generdist strategy because their advantage
in securing growing memberships will inhibit the founding rate for new collectives.

Thisimpact is mediated when generdist collectives first gppear; a path-dependency. In
domains where early collectives form around specid interests, the founding rate of new collectivesis
found to be high. Domains where generdist collectives are founded early, see much lower founding
ratesfor other collectives within the domain. "The ultimate variety of collective Strategiesin agiven
domain depends on an gpparently minor differencein initid conditions the arrivad time of the first
generdig." (p. 331)

Once formed, Barnett, Mischke, and Ocasio see the mortdlity rate for collectives to be low,
regardless of strategy, but for different reasons. Large generd collectives tend to persst because they
are well-funded and embody considerable organizationd inertia Smal specidist collectivestend to run
on aminimaigt gpproach that makes them low-cost and able to operate with minimd inputs. Both
factors lead to the longevity of collective organizations.

Barnett, Mischke, and Ocasio speculate, admittedly beyond the scope of their own research, on
the role that organization mortality might play in their modd. There might be domains where
Specidization of interest isin the long-term best interests of members.  There could be long-term
corrective mechanisms a work that would disband generdist collectivesin favor of specidist collectives.
Citing Nelson and Winter, they observe that evolutionary economics would predict such a mechanism.
"If mortdity works to correct the generdlism bias, then historical differences are temporary frictions

rather than long-lasting path dependencies.” (p. 331) Allowing for such correction, Barnett, Mischke,
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and Ocasio present a solid modd for observing and explaining the founding and growth processes
surrounding collective organizations tied to the interplay of the generd-to-specific variances in Strategies
adopted those organizations.

Closing Thoughts

Asaworking professond active in professond organizations, | take pride in the development
and specidization of my field. I’'m sure that most professonals fed the sameway. While working on
thisKAM has not deterred such pride, it has caused me to rethink its foundations and sources. Last
year, | tended to view the growth of knowledge and organization of professions as evidence of aradica
shift in human development from its roots in evolution and the surviva strategies of adaptation. Today, |
see the development and growth of professions as the actua on-going presence of that evolution and
adaptation continuing in the Earth’s biosphere.

Human development isn't the radicd shift; it’s the explogve continuation of something thet
began seemingly countless eons ago. That early fish that needed the neura structure to keep itstall from
winding too tight, brought about the mechanisms that today drive professond specidization and
research growth among humans across the globe. This KAM has explored our use of language, the
unitization of more and more complex concepts within the words of that language, the grouping of
individuas who specidize in collections of ideas, and the continuing development of those ideas through
communicative learning. These emergences were not only enabled by our human origins, but were

necessitated by them.



Core KAM 2 - Application 34

References

American Nationa Standards Ingtitute (1987). Quality systems terminology. ANSI Standard
A3-1987. Milwaukee, WI: American Society for Qudity.

American Nationd Standards Institute (1994a). Quality management and quality assurance —
vocabulary. ANSI Standard A8402-1994. Milwaukee, WI: American Society for Quality.

American National Standards Ingtitute (1994b). 1SO 9001 Quality Systems - Model for Quality
Assurance in Design, Development, Production, Installation, and Servicing. ANSI
Standard Q9001-1994. Milwaukee, WI: American Society for Qudlity.

Bailey, D. & Bennett, J. V. (1996, November). Theredistic modd of high education. ASQC Quality
Progress, 29, (11). 77-79.

Barnett, W. P.; Mischke, G. A.; & Ocasio, W. (2000). The evolution of collective Strategies among
organizations. Organization Studies, 21(2). 325-354.

Biehl, R. E. (2000). Customer-supplier andyssin educationd change. Quality Management
Journal, 7(2). 22-39.

Curry, L.; & Wergin, J. F. (1993). Educating professionals. Responding to new expectations for
competence and accountability. San Francisco, CA: Jossey-Bass.

Evans, J. R. (1996, August) What should higher education be teaching about quaity? ASQC Quality
Progress 29(8), 83-88.

Fram, E. H. & Camp, R. C. (1995, February). Finding and implementing best practices in higher
education. ASQC Quality Progress, 28. 69-73.

Hohmann, L. (1997). Journey of the software professional: A sociology of software devel opment.
Englewood Cliffs, NJ. Prentice-Hal PTR.

Huldtijn, J. H.; & Laufer, B. (2001). Some empirica evidence for the involvement load hypothesisin
vocabulary acquigition. Language Learning, 51(3). 539-558.

Hutchins, G. (1996, Summer). Chair's message: Qudlity divison critical issues. ASQC QED News,
3(1). 3.

Ingtitute of Electrical and Electronics Engineers (1990). |EEE standard glossary of software
engineering terminology. |EEE Standard 610.12-1990. New Y ork: |IEEE.

Jablonka, E., Lamb, M. J,, & Avitd, E. (1998). ‘Lamarkian’ mechanismsin darwinian evolution.
Trends in Ecology and Evolution, 13(5). 206-210.



Core KAM 2 - Application 35

Ledie, M. (1992). The critical role of the superintendent in school reform. Tulsa, OK: Universty of
Tulsa. (ERIC Document Reproduction Service No. ED349658).

Maister, D. H. (1997). True professionalism: The courage to care about your people, your clients,
and your career. New York: Free Press.

Merriam-Webster (2002). Merriam-Webster on-line collegiate dictionary. http://mww.m-
w.com/cgbin/dictionary. Accessed on November 16, 2002.

Nationd Ingtitute of Standards (1996). Malcolm Baldrige National Quality Award: 1996 criteria
for performance excellence. Washington, DC: US Department of Commerce.

Nohara-LeClair, M. (2001). A direct assessment of the relation between shared knowledge and
communication in areferentid communication task. Language and Speech, 44(2). 217-236.

Omdahl, T. (1997). Quality dictionary. Terre Haute, IN: Qudity Council of Indiana.

Rubengtein, D. |.; & Wrangham, R. W. (Eds.) (1986). Ecological aspects of social evolution: Birds
and mammals. Princeton, NJ. Princeton University Press.

Schon, D. A. (1987). Educating the reflective practitioner: Toward a new design for teaching
and learning in the professions. San Francisco, CA: Jossey-Bass.

Seymour, D. T. (1992). On Q: Causing quality in higher education. Riversde, NJ Macmillan
Publishing Company.

Sirvanci, M. (1996, October). Are students the true customers of higher education? ASQC Quality
Progress, 29(10). 99-102.

Wang, X. (2002). Developing atrue sense of professona community: An important matter for PM
professonadism. Project Management Journal, 33(1). 5-11.

Weinberg, G. M. (1988). Under standing the professional programmer. New Y ork: Dorset House.

Wenger, E. C.; & Snyder, W. M. (2000). Communities of practice: The organizationd frontier.
Harvard Business Review, 78(1). 139-145.

West-Burnham, J. & Davies, B. (1994, April). Quality management as a response to educational
change. Paper presented a the annual meeting of the American Educational Research
Association, Session 30-13, New Orleans: LA. (ERIC Document Reproduction Service No.
ED373443).



Core KAM 2 - Application 36

Bibliography

Burrdl, G.; & Morgan, G. (1979). Sociological paradigms and organisational analysis. Elements
of the sociology of corporate life London: Heinemann.

Cohen, Y. A. (1961). Social structure and personality: A casebook. New Y ork: Holt Rinehart &
Wington.

Jackson, J. A. (Ed.) (1970). Professions and professionalization. London: Cambridge University
Press.

Larson, M. S. (1977). Therise of professionalism: A sociological analysis. Berkeley, CA:
Universty of Cdifornia Press.

Lopata, H. Z. (Ed.) (1998). Current research on occupations and professions: Jobsin context:
Circlesand settings. Val. 10. Greenwich, CT: JAl Press.

Macdonald, K. M. (1995). The sociology of the professions. London: Sage Publications.

Sternberg, R. J., & Horvath, J. A. (Ed.) (1999). Tacit knowledge in professional practice:
Researcher and practitioner perspectives. Mahwah, NJ: Erlbaum.

Svensen, B. (1993). Practical lexicography: Principles and methods of dictionary-making.
Oxford: Oxford University Press.

Vollmer, H. M. (Ed.) (1966). Professionalization. Englewood Cliffs, NJ Prentice-Hal.

Webster, N. (1853). An American dictionary of the English language. Springfidd, MA: George
and Charles Merriman.

Wiegers, Karl E. (1996). Creating a software engineering culture. New Y ork: Dorset.



